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Abstract: In this research, a neural network (NN) model for metal price forecasting based on an evolutionary approach is proposed. Both the neural network model’s network parameters and network architecture are selected automatically. The time series metal price data set is used to construct a novel fitness function that takes into account both error minimizations and the reproduction of the auto-correlation function. Calculating the average entropy values allowed the selection of the input parameter count for the neural network model. Gold price forecasting was performed using the proposed methodology. The optimal hidden node number, learning rate, and momentum are 9, 0.026, and 0.76, respectively, according to the evolutionary-based NN model. The proposed strategy is shown to reduce estimation error while also reproducing the auto-correlation function of the time series data set by the validation results with gold price data. The performance of the proposed method is better than other current methods, according to a comparison study.
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1. Introduction

Mineral pricing has a big impact on how minerals are produced and how different strategic selections are made in the mineral sectors. The price of minerals plays a significant effect in our daily lives. Additionally, this pricing is crucial for investments in commodities, project evaluations, and strategic planning. They also reflect and have an impact on overall economic activity. Numerous factors have a big impact on the prices of minerals and the mineral market. However, it is quite challenging to understand how those components work and how they affect mineral prices, which makes investing in the mineral market extremely risky. Moreover, mining capital investments are also particularly uncertain due to the fluctuation of the mineral market and the pricing of mineral commodities. As a result, when making decisions, it is crucial to be able to predict the price of mineral resources accurately.
Lifetime distribution models and Grey–Markov models are the foundations of conventional price estimation techniques [1]. Due to various a priori assumptions, these techniques have some limitations. It is challenging to verify these assumptions given the current prices for mineral commodities. As a result, the sustainability of these models is always uncertain. The pricing models for mineral commodities are also made more complex and nonlinear by the fact that a variety of factors affect mineral prices [2]. The results from conventional commodity price models are not sufficient [3].

Numerous researchers have worked hard to advance forecasting approaches by putting forward a variety of strategies and models to get around the limitations of traditional price prediction models [4–8]. Linear statistical models are used as part of the autoregressive moving average (ARIMA) methodology, as introduced by Box and Jenkins [9]. For predicting metal prices, various academics have developed different variants of ARIMA models [10–12]. The formal model formulation required with an assumed probability distribution for the data is the main disadvantage of ARIMA-based models. To solve this issue, McDonald and Xu [13] suggested partially adaptive estimate methods that make use of extremely flexible families of distributions. However, their method is only applicable to specific families of distribution functions.

For price forecasting models, neural networks (NNs) are becoming more popular than ARIMA models due to their robustness when processing non-normal and nonlinear data [14]. NNs are incredibly adaptable and do not need formal model specifications or a presumption about how the data will be distributed in probability [15]. Additionally, NNs handle chaotic components with extremely thick tails better than most alternative approaches [16]. There is limited scope for ANN applications in forecasting mineral prices. To forecast the price of gold, Chunmei and Lian et al. [14,15] used a back propagation neural network technique. A neuro-fuzzy algorithm was employed by Shijiao et al. [17] to predict mineral prices. There have been a lot of studies conducted using these techniques and other forms of time series forecasting data sets, although the use of soft computing, including neural networks, is limited for forecasting mineral prices [18–27].

To enhance the reliability of neural network forecasting models, many investigators have established a range of hybrid techniques. Wedding and Cios [28] demonstrated a combination network that included radial basis function networks and the Box–Jenkins model. Armano et al.’s [29] unique hybrid strategy combining genetic algorithms (GAs) with artificial neural networks was proposed as a way to forecast the stock market (ANNs). Various ensembles of neural network models have also been presented by researchers to increase the accuracy of forecasting systems [30,31]. For forecasting drug dissolution profiles, Goh et al. [32] employed an ensemble of boosted Elman networks. Using generalized linear autoregression (GLAR) and artificial neural networks, Yu et al. [33] introduced a unique nonlinear ensemble forecasting model to obtain precise predictions of the foreign exchange market.

The most often used architecture for time series forecasting is multilayer perceptron neural networks [34–36]. The difficulty of accurately fitting the underlying data distribution is the primary drawback of multilayer perceptron neural networks [37]. The incorrect selection of neural learning parameters, such as learning rate, momentum, and incorrect network design, such as hidden node size and a number of hidden layers, frequently leads to fitting issues. Therefore, designing the optimal forecasting model by appropriately choosing learning parameters and network architecture is a key issue. The most widely used strategy for design is the trial-and-error heuristic for choosing learning parameters and network architecture; however, this method does not always result in the best prediction. The trial-and-error heuristic methods also require longer computing times.

An automatic design approach can be used as an alternative to heuristic methods for choosing the neural network parameters. It has been demonstrated that using an evolutionary algorithm instead of heuristic methods to find the optimal ANN model is preferable [38]. To provide more adaptable neural network modeling, some academics have proposed evolutionary computation for evolving sparsely connected topologies [18,21,39].
However, the evolutionary computation-based ANN techniques that have been published so far have taken into account error reduction as a crucial criterion for choosing the model hyperparameters [40]. However, there is no assurance that the projected values of such a model will accurately reproduce the temporal correlation structure of time series data [41]. This might provide a smoothing effect in the model, which would overestimate the low-valued data and underestimate the high-valued data while failing to reproduce the data variability. With the help of the auto-correlation function, the correlation structure of the time series data is quantified.

Determining a flexible structure for a metal price forecasting model using an evolutionary-based ANN model was the objective of this research. Based on the average entropy values, the ANN model’s input variable selection was made [42–47]. The optimal hidden layer node count and neural network learning parameters are selected using the evolutionary approach. The fitness function in this research added a new term that guarantees the replication of the auto-correlation function of the metal price data, as opposed to previous work that used error minimization as the fitness function.

This research included the following contributions:

- an evolutionary-based ANN model to generate flexible structure for a metal price forecasting model was developed;
- ANN input parameters variable selection was based on average entropy values;
- the evolutionary algorithm is used for selecting optimum hidden nodes number in the hidden layer and neural network learning parameters;
- this work included a new component to the fitness function that ensures the reproduction of the auto-correlation function of metal price data.

The structure of the article is as followed by the literature survey in Section 2. The suggested approach for forecasting metal prices is described in Section 3. In Section 3.1, a brief description of time series analysis application to metal price modeling is provided, and Section 3.2 outlines the process for choosing the best-lagged data. Section 3.3 presents the neural network modeling for metal price forecasting, while Section 3.4 discusses the evolutionary approach used in the neural network model creation. In Section 4, a forecasting case study for the price of gold is given, in continuation with result and discussion and a set of conclusions.

### 2. Literature Survey

Throughout the past few decades, numerous researchers have analyzed studies about gold prices and the variables that affect their fluctuations. This subject is still quite popular in research on global economic and financial issues. According to three primary categories, studies on the factors that influence the price of gold can be categorized.

The first strategy incorporates forecasting price trend by analyzing the fluctuation of the gold price in terms of previous prices. In order to predict the price of gold bullion coins from 2002 to 2007, Abdullah [48] built an ARIMA model. The findings suggest that the optimal model to use is ARIMA (2, 1, 2). According to Khan’s [49] ARIMA forecasting model, which covered the years 2003–2012, The most appropriate model to use is ARIMA (0,1,1). A model called ARIMA was also created to estimate gold prices for the years 2003–2012 [50]. They discovered that this model is the most accurate (7,1,10). From 2003 to 2014, Guha and Bandyopadhyay projected the price of gold in India [24]. The findings indicate that (1, 1, 1) ARIMA is the preferred model to forecast future gold prices. However, this method is only employed in the short term. Tripathy [51] utilized the ARIMA model to predict India’s gold price from 1990 to 2015, and the results indicate that ARIMA (0,1,1) is the best model to use.

In second strategy, bivariate and multivariate analysis of the variance in the key macroeconomic factors is used to model the fluctuations in gold prices. According to Šimáková [52], who looked into the link between oil and gold prices from 1970 to 2010, causal relationships between oil and gold price levels were found using the Granger causality test, and a long-term connection among oil and gold was disclosed using the Johansen
co-integration test. However, for analyzing the short-term variance in co-integrated time
series EC model, CPI is used but it is not analyzed in its terms as GMI (gold mining index)
and VEC model is stated. The capacity of gold prices to forecast the AuAUD exchange rate
relative to the USD exchange rate was studied [53]. The results, which were obtained using
an EC model using data from 2000 to 2012, demonstrate the existence of co-integration
between AUD/USD exchange rate, with the coefficient on gold prices being appropriately
signed and statistically relevant. The economic effects on gold prices from 1994 to 1997 were
examined [54]. They discovered that the return volatility of the gold market is significantly
influenced by employment data, GDP, CPI, and personal income using the fractionally
integrated GARCH (FIGARCH) model and flexible Fourier form (FFF) regression. They
also mentioned the longer history characteristics of the gold market price fluctuations. A
conceptual framework was created by Levin and Wright to investigate the factors that
affected the price of gold in the short- and long-term from 1976 to 2005 [55]. They discov-
ered an enduring connection between the gold price and the level of the U.S. dollar using
cointegration regression techniques. In the short run, there was a statistically significant
positive association among changes in the price of gold and variations in U.S. consumer
price index, U.S. inflation currency fluctuations, and credit risk, despite the fact that there
was a statistically significant negative association between variations in the price of gold
and changes in the USD investment, rate of exchange and the gold rental price. The third
strategy focuses on simulating changes in macro-financial variables, including speculation
about gold price movements and economic indexes, in order to predict how gold prices
will move in the future. Rates of both the gold lease and the exchange. Regression analysis
was used by Baker and Van Tassel to create a model that could predict changes in the
price of gold [56]. The model’s output demonstrated that variations in the gold price can
be explained by variations in the value of commodities, USD, the dollar’s value, and the
rate of future inflation. Additionally, asset bubbles were substantial with positive coeffi-
cients, lending credence to the idea that speculation pushed the price of gold beyond its
trend. The link between gold and financial indicators from 1975 to 2001 was examined by
Lawrence using a VAR model. According to the findings, there is no statistically significant
relationship between gold returns and changes in macroeconomic variables such as GDP,
unemployment, and rate of interest, even though these changes have a considerably greater
impact on other commodities than gold [57]. Tully and Lucey [58] looked into the economic
factors that affected the price of gold between 1983 and 2003. The findings of the VAR
analysis demonstrate that the U.S. dollar is the primary factor influencing the gold price,
which is affected by the FTSE cash, dollar, pound, and U.S. rate of interest as well as the
UK consumer price index.

3. Proposed Methodology

The Proposed methodology is divided into 4 parts: Section 3.1—time series analysis is
used to model metal price; Section 3.2—optimum lagged data selection; Section 3.3—metal
price prediction using a neural network method; Section 3.4—neural network with an
evolutionary algorithm for metal price modeling.

3.1. Time Series Analysis Is Used to Model Metal Price

The use of time series analysis in metal price modeling is regarded as a data-driven
model where the relationship between historical past price data and future price data is
obtained by an appropriate training procedure. The future metal price is then predicted
using the relationship that has been formed. The inputs used by the time series model for
univariate time-series analysis forecasting metal prices are the previous observations of the
metal prices, and the outputs are the future price.

If \( X = [x_1, x_2, \ldots, x_t] \) consists of metal price time series data and the time-series model
has \( p \) input variables \( t = (p + i + 1), i \in (0, 1, \ldots, t - p - 1) \); therefore it is possible to
extract the pattern data set from \( X \) in the following manner to create the metal price model:
Time series forecasting with NN as instead of NN is used in the metal price modeling is defined as establishing the relationship based on the value at the period \(x_{(p+1)}\) and the data from the time series’ previous elements, employing many lags [59] \(\{x_{(1+i)}, x_{(2+i)}, \ldots, x_{(p+i)}\}\) to obtain a function as:

\[
x_{(p+i+1)} = f(x_{(1+i)}, x_{(2+i)}, \ldots, x_{(p+i)}), i \in \{0, 1, 2, \ldots, t - p - 1\}
\]  

where \(\{x_{(1+i)}, x_{(2+i)}, \ldots, x_{(p+i)}\}\) is a time-lagged pricing vector;

\(x_{(p+i+1)}\) is the price at time \(t\)

\(p\) is the number of previous metal price observations associated with the future value.

This work aims to use the NN model to approximate the function \(f\) of Equation (2).

Before developing the NN model to forecast metal price values, an initial step, i.e., normalizing the data has to be performed with the observed price values. The original values for \(x_i\) are normalized to \(N_i\) within the range [0, 1] using the following equation:

\[
N_i = \frac{(x_i - x_{\text{min}})}{(x_{\text{max}} - x_{\text{min}})}
\]  

where

\[
\bar{x}_{(p+i+1)} = x_{\text{min}} + \bar{N}_{(p+i+1)} \ast (x_{\text{max}} - x_{\text{min}})
\]

The NN model of metal price forecasting was developed using the normalized data, and once the NN outputs the resulting values of \(\bar{N}_{(p+i+1)}\), rescaling was performed using the below equation to obtain the original scale data \(\bar{x}_{(p+i+1)}\):

\[
\hat{x}_{(p+i+1)} = x_{\text{min}} + \bar{N}_{(p+i+1)} \ast (x_{\text{max}} - x_{\text{min}})
\]

where,

\(\hat{N}_{(p+i+1)}\) is NN model output value, and \(\hat{x}_{(p+i+1)}\) is the rescaled price value at \(t = (p + i + 1), i \in \{0, 1, \ldots, t - p - 1\}\).

In this work, a one-step-ahead forecast model was created, which only needs one neuron at the output layer; however, multi-step-ahead forecasts can also be created by iteratively employing one-step-ahead forecasts as inputs [18].

To develop the NN model for metal price forecasting, the pattern data set extracted in Equation (1) from the metal price data \(x = [x_1, x_2, \ldots, x_t]\) was normalized using Equation (3). From Equation (2), observe that the total \((t - p)\) numbers of patterns set can be extracted from \(X\), where

\(p\) = number of lagged variables

\(t\) = no. of data observed in the metal price data set \(X\).

3.2. Optimum Lagged Data Selection

It is obvious from Section 3.1 that selecting lagged data \(p\) is the most important step in time series analysis-based metal price modeling. The size of \(p\) should be chosen so that it captures both the large-scale variability and the small-scale features that are present in the metal price data. To optimize small-scale features, the value of \(p\) selected is small; to capture the true features included in the defined time series data, it should, however, be chosen as broadly as necessary [47].

Entropy is a popular method for selecting patterns from one-dimensional signals or multi-dimensional images [46,47]. Throughout this study, the optimum lagged size \(p\) was determined using the average entropy value of all created patterns. According to [60], the
average entropy of the patterns set \( T_i \) with the dimensions of \((p + 1)\) can be calculated as follows:

\[
H = \frac{1}{K} \sum_{i=1}^{K} q_i \log(q_i)
\]  

(5)

where

\( K = \text{all possible outcomes randomly generated.} \)

\( q_i = \text{mass function probability.} \)

3.3. Metal Price Prediction Using a Neural Network Method

The NN technique was applied to create the metal price forecasting model \([20,37]\). Multilayer neural networks (MNN), an important part of perceptron neural networks and applied widely in many fields, were applied in this paper. This method is capable of achieving pattern recognition by providing an approximate expression for an objective function. The NN model’s input nodes (variables) are \( \{N(1+i), N(2+i), \ldots, N(p+i)\} \), and the variable output node is \( N(p+i+1) \). There was no specified value assigned to the number of nodes in the hidden layer. Instead, it was chosen using the suggested algorithm that was presented in this work. These nodes are linked together via connections of varying strength. In need of a node to function, each incoming signal is multiplied by a weight before the weighted inputs are summed. For NN models, this study used the gradient descent method combined with momentum learning. The continuous process of choosing appropriate weights minimizes the objective function:

\[
E(w) \equiv \frac{1}{2} \sum_{i=1}^{c} \left( N(p+i+1) - \tilde{N}(p+i+1) \right)^2
\]  

(6)

where

\( N(p+i+1) \) and \( \tilde{N}(p+i+1) = \text{targets normalized}, \)

\( c = \text{length of network output}; \)

\( w = \text{network’s weights} \) (the weights are initially set to random values before being modified to reduce the error).

\[
\Delta w(m) = -\eta \frac{\partial E(m)}{\partial w} + \mu \Delta w(m-1)
\]  

(7)

where,

\( \eta \) is the rate of learning, and \( \mu \) is momentum.

At iteration \( m \) of the iterative method, a weight vector must be taken and updated as \( w(m+1) = w(m) + \Delta w(m) \). By using Equation (6) as an objective function, one aims to reduce the variances between observed values and those predicted by the model. However, there is no guarantee that values predicted by minimizing Equation (6) would replicate the auto-correlation structure of time series data. The auto-correlation of time series data was taken into account in this study along with a new objective function that takes advantage of this property of MNN by reducing the objection of Equation (6).

\[
E_{\text{new}}(w) = \frac{1}{2} \sum_{i=1}^{c} \left( \frac{N(p+i+1) - \tilde{N}(p+i+1)}{N} \right)^2 + \frac{1}{m} \sum_{v=1}^{m} \left( \frac{C(h_v) - C^*(h_v)}{C} \right)^2
\]  

(8)

where \( C(h_v) \) and \( C^*(h_v) \) are auto-correlation constructed from sample data and estimation values from the network, respectively; \( h_v \) is the distance of the \( v \)th data pair; \( m \) is the number of lags used for the calculation, and \( N \) and \( C \) are averages of \( N(p+i+1) \) and \( C(h_v) \), respectively.

Every time the error function of Equation (8) iterates, the weight updating process is carried out until the error hits the threshold point. The discussion above makes it clear
these three parameters (learning rate ($\eta$), momentum ($\mu$), and number of hidden nodes in the hidden layer ($H_n$)) are crucial factors that must be chosen to ensure that the network learns properly. In the past, these parameters have been chosen through trial and error, which results in a poor network model. The parameters for NN learning were selected using an evolutionary method.

3.4. Neural Network with an Evolutionary Algorithm for Metal Price Modeling

The process of designing an NN model involves searching through all potential NN models. While many evolutionary algorithms can be employed for this search, the genetic algorithm technique was chosen for this work because of its straightforward structure and easily implementable features [61–63].

The algorithm starts with a population of chromosome-based solutions and then modifies itself using 3 genetic parameters (selection, crossover, and mutation) to produce a new generation of solutions that are better than the previous one. To figure out the probability that a specific chromosome will be passed down to the following generation, the fitness function is used. Some chromosomes are chosen for the crossover process whereas others are chosen by elitism based on personal fitness values. The parent solution is a collection of chromosomes chosen for crossover. A pair of parent solutions produces two child solutions as a result of crossover. According to a user-selected mutation rate, mutation often modifies the binary value, moving it randomly from 0 to 1 or 1 to 0, depending on the case. The algorithm can get away from local minima with the help of the mutation operation. To maintain population size, the population’s worst solutions are eliminated once the three genetic procedures, which provide fitness values, are completed. A generation refers to this single operational cycle. After one generation, the obtained chromosome population will serve as the starting point for the upcoming generation. This process keeps on until it hits the threshold value or predetermined generation number. The primary goal of this evolutionary method is to identify the global minimum zone. A local optimization technique called the gradient descent algorithm looks for the best answer inside the minimum zone. A fully linked multilayer perceptron with just one hidden layer and one output node was employed. The suggested method entails numerous initializations and development of the NN topology, including the hidden node size and learning parameters. The optimized parameters include the number of hidden neurons ($H_n$) of the hidden layer, learning rate ($\eta$), and momentum ($\mu$). A direct encoding schema, which is placed into the chromosome to represent one random solution for the parameters, was used in this paper. The chromosomes represented all three parameters: number of hidden neurons ($H_n$), learning rate ($\eta$), and momentum ($\mu$). Two decimal digits (i.e., from 0 to 9) were used to codify the number of hidden nodes ($H_n$), whereas a binary coded number was used for coding learning rate ($\eta$) and momentum ($\mu$). A binary code number of 8 bits was used to indicate both the learning rate ($\eta$) and momentum ($\mu$) parameters. As a result, each chromosome has 18 bits, 2 for hidden node number, and 8 for each learning parameter. Figure 1 represents an encoded chromosome of the neural network parameters. The first two digits represent the hidden node size and can take any integer value between 1 to 100.

Figure 1 Learning encoding strategy for neural networks based on evolutionary algorithms Eight bits for the parameter learning rate ($\eta$) can only code numbers 0 to 255. If this representation is divided by 255, then one obtains a coding for the possible $\eta$ values lying within $[0, 1]$. In the same way, the momentum ($\mu$) parameter was also represented by 8 bits and divided by 255 to keep that parameter value within $[0, 1]$. It is noted that $\eta$ and $\mu$ can take any real values; however, for searching within a reasonable time, these values are considered. For example, 09 10011011 01101011 is a single chromosome that represents that the value of a hidden node is 9, the learning rate is 0.608, and the momentum is 0.42.

The initialization of the chromosome was uniform. The population size, or total number of chromosomes in the population, was 50. Based on an individual’s fitness, a probabilistic selection is made with the better prospects having a higher chance of being
chosen. The normalized geometric ranking system used in this study $p_i = q'(1-q)^r$ was applied.

where

$p_i =$ probability that individual $i^{th}$ will be chosen;
$q =$ probability of choosing the ideal candidate;
$r =$ individual rank;
$p =$ population size.

$$\begin{array}{cccccccccccccccccc}
H_n & d_1 & d_2 & d_3 & d_4 & d_5 & d_6 & d_7 & d_8 & d_9 & d_{10} & d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16} & d_{17} & d_{18} \\
\end{array}$$

$d_i \in \{0,1,...,9\}$ if $i = 1$ or 2  else
\( d_i \in \{0,1\} \)

\( H_n = d_i \ast 10 + d_2 + 1 \)

\( \eta = \frac{d_3 \ast 2^7 + d_4 \ast 2^6 + d_5 \ast 2^5 + d_6 \ast 2^4 + d_7 \ast 2^3 + d_8 \ast 2^2 + d_9 \ast 2^1 + d_{10} \ast 2^0}{2^8 - 1} \)

\( \mu = \frac{d_{11} \ast 2^7 + d_{12} \ast 2^6 + d_{13} \ast 2^5 + d_{14} \ast 2^4 + d_{15} \ast 2^3 + d_{16} \ast 2^2 + d_{17} \ast 2^1 + d_{18} \ast 2^0}{2^8 - 1} \)

Figure 1. Learning encoding strategy for neural networks based on evolutionary algorithms.

To create a superior solution from the available solutions, each generation undergoes the crossover process. This process includes rearranging the genetic material on the chromosomes to aid individuals who can gain from their parents’ fitness. This study employed a uniform crossover with a 0.1 probability rate. The genetic operator known as mutation keeps population diversity preserved. By probabilistically “flipping” portions of the chromosome at random, mutation works. Assuming that $p$ is the size of each of the two chromosome sections, the mutation probability used in this study was $1/p$. Random immigration increases population diversity and lessens the probability of early convergence [64]. A similar number of newly initialized random individuals are added to the population to replace those with low fitness levels. In this study, the number of individuals removed as well as the number of newly introduced individuals in each generation equaled 5. Equation (8) was employed as the fitness function for evolutionary algorithms on the validation data set. To increase the generalization abilities of the created NN model, the $k$-fold cross-validation method was used. The fitness function can be expressed as the average of the $k$-fold cross-validation data.

$$\text{Fitness function} = \frac{1}{k} \sum_{j=1}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{N_{(p+i+1),j} - \tilde{N}_{(p+i+1),j}}{N} \right)^2 + \frac{1}{m} \sum_{o=1}^{m} \left( \frac{C(h_{v,i}) - C^*(h_{v,j})}{C(j)} \right)^2 \right) \quad (9)$$

where,

$N_{(p+i+1),j}$ and $\tilde{N}_{(p+i+1),j}$ are the normalized value, and the network predicted values, respectively, at the $j$th fold. $n =$ represents the number of validation data at the $j$th fold. $C(h_{v,i})$ and $C^*(h_{v,j})$ are auto-correlations constructed from sample data and estimation values from the network at the $j$th fold, respectively.

The fitness function was used to assess the fitness ratings of all these chromosomes. Elitism chose some of the chromosomes. Chromosomes were chosen for crossover and mutation operations using the probabilistic-selection criterion. To maintain a constant population size, many chromosomes that fit poorly were removed from the chromosome solution. The original population size was 50. Poorly fitted solutions were removed after each generation to retain a population size of 20. Each chromosome’s fitness value, which
illustrates the evaluation of its performance using testing data, has been calculated using training data. It is more likely that the chromosome with the highest fitness function value will be chosen for the following GA generation. The study made use of a reproduction roulette wheel operator. Based on fitness criteria, elitism selects particular chromosomes. This genetic method was repeated until a generation value of 50 was obtained. The model returned a collection of final solutions after achieving maximal generation (50). The optimum solution for the model is the chromosome with the lowest error value. For the NN model, that chromosome has the ideal learning parameters (learning rate and momentum). It should be noted that in this work, hidden layer nodes are not taken into account as learning parameters. There was just one hidden layer network deployed. Figure 2a summarizes the evolutionary-based neural network approach for metal price forecasting and Figure 2b shows the structure of the neural network used.

![Flowchart](image)

**Figure 2.** Cont.
4. Case Study for Gold Price Forecasting Application

The proposed method was used to create a gold price forecasting model. The data are from the index mundi commodity price index data collection (http://www.indexmundi.com accessed on 18 December 2022). This study used monthly gold price data from January 1990 through December 2020. As a result, this study has 360 data points in total. Figure 3 depicts time series gold price data. All tests were carried out on Intel(R) 4.2 GHz Core i5 processor with 8 GB of RAM. The python platform was used to perform all ANN and GA procedures. The code was created by merging the GENLAG [63,65] and AMORE [36,66] tools.

The evolutionary-based NN model for gold price forecasting is made up of input, hidden, and output nodes. The monthly gold price data set’s patterns data were first extracted using Equation (1) after choosing the lagged value $p$ to create the NN model. The lagged value was chosen by calculating the average entropy of all potential lagged values, as covered in Section 3.2. Figure 4 shows the average entropy values of the gold price data set with lagged values. The optimum lagged value, as determined by the average entropy values, is 5.

Figure 3. The study’s data set for gold prices.

The evolutionary-based NN model for gold price forecasting is made up of input, hidden, and output nodes. The monthly gold price data set’s patterns data were first extracted using Equation (1) after choosing the lagged value $p$ to create the NN model. The lagged value was chosen by calculating the average entropy of all potential lagged values,
as was covered in Section 3.2. Figure 4 shows the average entropy values of the gold price data set with lagged values. The optimum lagged value, as determined by the average entropy values, is 5.

![Average entropy values for various lagged values](image)

**Figure 4.** Values of mean entropy for various $T_i$ size.

After choosing the $p$-value of 5, a total of 356 pattern sets were produced using monthly gold price data. Initially, 284 patterns (about 80% of all patterns) were utilized as training data for the creation of NN models, while the remaining 72 patterns (roughly 20% of all patterns) were used for testing. The normalizing function of Equation (3) was used to scale each pattern between 0 and 1. The adaptive gradient descent using the momentum learning algorithm was utilized for NN modeling, and the tan-hyperbolic and pure linear activation functions were applied in the hidden and output layers, respectively. For evolutionary learning, an 18-bit chromosome was employed. The first two bits represent the hidden node number. The following 8 bits indicate the learning rate, and the last 8 bits indicate the momentum parameter. A total of 50 such chromosomes were produced at random to represent the initial parameter populations. With these parameter populations, NN models were created. Populations of parameters were ranked based on the fitness function. Equation (9) was applied to the data set with $k$-fold cross-validation as a fitness function. The value of $k$ in the $k$-fold cross-validation study was selected as 5. Then, the evolutionary-based learning determined the optimum values of the hidden node number ($H_n$), learning rate ($\eta$), and momentum ($\mu$) as 9, 0.026, and 0.76, respectively.

The optimal parameters were then used to create the neural network model. Figure 5 depicts a scatter plot of actual and predicted gold price training data values, demonstrating that predicted values agree well with actual values. To evaluate the suggested method’s capacity to reproduce the metal price data set’s auto-correlation, auto-correlation values up to a lag of 50 were calculated for both the actual and estimated gold price training data sets (Figure 6). The real auto-correlation function completely matched the estimated auto-correlation function using the suggested evolutionary-based NN model, as shown in Figure 6.
The estimated errors were used to generate error statistics such as the mean error, mean absolute errors, mean squared error, error variance, and coefficient of determination (R²). Table 1 displays the error statistics for the actual values and model anticipated values for the training and test data sets. For the training and test data, the mean squared error values are 145.73 and 3417.2, respectively, while the R² values are 0.95 and 0.97. The R² score shows the model’s ability to capture data variability. As a result, the high value of R² suggests that the created NN model is relatively well suited to...
the gold price data set. The proximity of $R^2$ values for both the training and test data sets indicates that the generated model is a generic model that can perform equally well with unknown data. Statistical similarities were also measured to do a statistical comparison between the actual values and the model projected values. As a result, a paired-sample $t$-test was run with the null hypothesis that the means of the two populations differed. Table 2 displays the $t$-statistics results with the null hypothesis’ level of significance for the training and test data sets. The significance levels in the table are not less than 0.05, as can be seen. Since there is no observable difference between the means of the training and test sets of gold price data, the null hypothesis may be ruled out. Figure 7 displays the scatter plots of the actual values for the gold price test data set in comparison to the model’s projected values. The fact that all of the points in Figure 7 are quite near the bisector line suggests that the predicted values and the actual values are fairly similar. By calculating the auto-correlation function of the gold price test data set’s actual and predicted values, the reproduction of auto-correlation was also explored. For both the actual and predicted test data sets, interesting that the auto-correlation is increased after lag 35 in Figure 8. As seen in the figure, the auto-correlation values of the projected data and the auto-correlation values of the test data match up quite well.

Table 1. Statistics of our suggested model’s training and testing data errors for predicting the price of gold.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error</td>
<td>0.86</td>
<td>−2.06</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>8.59</td>
<td>44.59</td>
</tr>
<tr>
<td>Mean squared error</td>
<td>145.73</td>
<td>3417.2</td>
</tr>
<tr>
<td>Error variance</td>
<td>145.59</td>
<td>3477.3</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.95</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 2. Comparing actual values from the training and test data sets of the proposed model to those expected values in a paired sample $t$-test.

<table>
<thead>
<tr>
<th></th>
<th>Training Data</th>
<th>Testing Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.86</td>
<td>−2.06</td>
</tr>
<tr>
<td>Std. deviation</td>
<td>12.07</td>
<td>58.97</td>
</tr>
<tr>
<td>Std. error of the mean</td>
<td>0.77</td>
<td>8.02</td>
</tr>
<tr>
<td>95% confidence of the</td>
<td></td>
<td></td>
</tr>
<tr>
<td>difference</td>
<td>Lower = −0.66, upper = 2.38</td>
<td>Lower = −18.15, upper = 14.03</td>
</tr>
<tr>
<td>$t$-statistic value ($t$)</td>
<td>1.11</td>
<td>−0.26</td>
</tr>
<tr>
<td>Degree of freedom (df)</td>
<td>243</td>
<td>53</td>
</tr>
<tr>
<td>Significant level (2-tailed)</td>
<td>0.268</td>
<td>0.798</td>
</tr>
</tbody>
</table>

To illustrate the effectiveness of the suggested method compared to existing methods, comparison research was conducted. We chose MLP trained using the gradient descent methodology as a baseline for comparison reasons. We chose both the logistic and the gaussian activation functions for the MLP models. The support vector machine (SVM) algorithm was another technique chosen for comparison. We used a grid search approach to choose the SVM model’s hyper-parameters. For comparison, the linear time series forecasting AR technique was also chosen. The 5-fold cross-validation approach was used to train all methods using the training data set, and the test data set was used for testing. All methods’ error statistics were determined and are shown in Table 3. In terms of error minimization, our proposed strategy outperformed all other tested methods, according to the table. The SVM model was also discovered to be the second-best model for this investigation, outperforming the MLP and AR models. Performance-wise, the MLP model outperformed the AR model. This may be because the linear AR model failed to account for some nonlinearity in the gold price data. When choosing all of the parameters for
non-linear modeling, including the NN model, together using an evolutionary algorithm, the outcomes are better than with traditional non-linear training since the correct selection of many parameters is essential.

![Actual and projected gold price auto-correlation charts for the training data set.](image)

**Figure 7.** The gold price test data sets observed vs. predicted values are displayed in a scatter plot using an evolutionary-based NN model.

![Auto-correlation chart.](image)

**Figure 8.** Actual and projected gold price auto-correlation charts for the training data set.

**Table 3.** Forecasting error statistics with our suggested approach and various other neural network architectures, the AR model, and the SVM model.

<table>
<thead>
<tr>
<th>Number</th>
<th>MLP (Logistic)</th>
<th>MLP (Gaussian)</th>
<th>Support Vector Machine</th>
<th>AR</th>
<th>Our Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error</td>
<td>37.0705</td>
<td>28.6028</td>
<td>22.3169</td>
<td>41.1913</td>
<td>−2.06</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>53.4765</td>
<td>48.0972</td>
<td>47.6286</td>
<td>62.3700</td>
<td>44.59</td>
</tr>
<tr>
<td>Mean squared error</td>
<td>4.9146 $\times 10^3$</td>
<td>4.1406 $\times 10^3$</td>
<td>3.8858 $\times 10^3$</td>
<td>6.2194 $\times 10^3$</td>
<td>3.4172 $\times 10^3$</td>
</tr>
<tr>
<td>Error variance</td>
<td>3.9268 $\times 10^3$</td>
<td>3.8610 $\times 10^3$</td>
<td>3.5087 $\times 10^3$</td>
<td>4.8457 $\times 10^3$</td>
<td>3.4773 $\times 10^3$</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.8787</td>
<td>0.9264</td>
<td>0.9388</td>
<td>0.7548</td>
<td>0.97</td>
</tr>
</tbody>
</table>
The comparison investigation showed that the evolutionary-based algorithm was more effective at predicting metal prices than several common techniques. However, the quantity of input variables used for the NN model has a significant impact on how well the proposed strategy works. An inaccurate forecasting model may be the result of improper input variable selection. In this study, we chose the input variables by the somewhat arbitrary process of determining the value of $p$ using the average entropy value. To confirm our choice, we developed many neural network models using the optimum parameters ($H_n = 9, \eta = 0.026, \text{ and } \mu = 0.76$) and varying the number of input variables. Changes in the amount of input variables will also affect the number of pattern sets produced from historical gold price data. The last 100 patterns from the pattern sets were chosen for comparison to be effective. For verification, the fitness function of Equation (9) was applied. The test data set’s fitness values are shown in Figure 9 for various combinations of input variables. The graph demonstrates that there are seven input variables, at which point the error value is lowest. It should be noted that when choosing the $p$-value using average entropy, we also chose the input variables to be 7. This study provides evidence that the right neural network design may be chosen when input variables are chosen using an entropy-based methodology.

![Figure 9. Test data set error values for various input numbers.](image)

To check the optimality of the selected hidden node size ($H_n$), we developed multiple NN models by varying the hidden node number while fixing other parameters (number of input variables = 7, $\eta = 0.026$, and $\mu = 0.76$). We changed the hidden node number from 1 to 25 and calculated the fitness function value of the test data. The fitness function values for various hidden node numbers are shown in Figure 10. The image illustrates that the hidden node number of 9, which is also the value chosen by our suggested evolutionary-based algorithm, results in the lowest fitness function value. This study authenticated the selection of hidden node size using an evolutionary-based algorithm.
Figure 10. Variations in the 5-fold cross-validation data’s error levels due to the number of hidden nodes.

6. Conclusions

In this research, we suggested an NN model for metal price forecasting based on evolutionary algorithms. However, the performance of the non-linear NN models is greatly influenced by a variety of characteristics, including the number of input variables in the forecasting model, the number of hidden nodes, the learning rate, and momentum, among others. The results of implementing the entropy-based method demonstrate that this strategy can aid in selecting the input parameters for NN-based metal price forecasting models in the most effective manner. The evolutionary algorithm aids in choosing the parameters and the NN model’s hidden node design. This research shows that by avoiding the trial-and-error process of parameter selection, the best-chosen network design and network parameters considerably save computational time while improving the performance of the model. The evolutionary-based NN model was created to predict the price of gold. The outcomes showed that the technique can be successfully used to project the price of gold in the future. According to the study’s findings, an evolutionary-based NN model with carefully chosen network architecture, input variable numbers, and NN model parameters can greatly boost the model’s performance. The benefit of the suggested method is that, unlike linear time series forecasting methods, no a priori assumption about the distribution of input and output variables is necessary. A comparative study was conducted to assess the prediction abilities of several linear and non-linear time series models. The comparative study’s findings show that our suggested strategy outperformed the other metal price forecasting techniques. The findings of this study have proved the effectiveness of this strategy in predicting gold price forecasts. The drawback is that the evolutionary method used in this research assumes constant values for the crossover rate and mutation rate, among other parameters. However, these variables also contribute to the creation of the model. The performance of the model might be enhanced by careful parameter selection.
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