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ABSTRACT The rising popularity of online shopping has led to a steady stream of new product evaluations. Consumers benefit from these evaluations as they make purchasing decisions. Many research projects rank products using these reviews, however, most of these methodologies have ignored negative polarity while evaluating products for client needs. The main contribution of this research is the inclusion of negative polarity in the analysis of product rankings alongside positive polarity. To account for reviews that contain many sentiments and different elements, the suggested method first breaks them down into sentences. This process aids in determining the polarity of products at the phrase level by extracting elements from product evaluations. The next step is to link the polarity to the review’s sentence-level features. Products are prioritized following user needs by assigning relative importance to each of the polarities. The Amazon review dataset has been used in the experimental assessments so that the efficacy of the suggested approach can be estimated. Experimental evaluation of PRUS utilizes rank score (RS) and normalized discounted cumulative gain (nDCG) score. Results indicate that PRUS gives independence to the user to select recommended list based on specific features with respect to positive or negative aspects of the products.

INDEX TERMS Customers reviews, product ranking, sentiment analysis, user specification, feature extraction.

I. INTRODUCTION
The e-commerce industry has witnessed rapid growth with the increasing trend of online shopping. Online sales have become dominant and customers tend to write reviews about the purchased products to express their opinions [1]. Several modes are used for the expression of views about products and brands which include social media posts, comments on portals of these products, and review-posting sites over the internet [2]. Customers generally point out the advantages and disadvantages of the purchased products in the reviews. Many people rely on these opinions concerning product quality for finalizing their decision about a specific product [3].

Due to the growth in popularity of online shopping, a large number of opinions or reviews are being generated on a regular basis. These reviews are not only providing helpful insights for the companies which are planning to launch a new product but can also provide significant information for the user who intends to buy a product [4]. People often
consider buying a product with different specifications as per their needs and desire. Several similar products are offered by different brands and companies which makes it difficult for users to find the best products according to their specifications [5].

Customer reviews can be very useful for decision-making authorities at all tiers that might range from a decision regarding buying a specific product to stock price prediction in stock exchange markets. However, it is hard to extract relevant information from the huge number of reviews. This is because these reviews may contain different opinions and sentiments regarding different features of the same product. There exist several studies which have focused on summarizing user reviews to make it easy to have an idea of the user opinions. These methods include the extractive approach which selects the most important sentence from the input document, the abstractive method generates the summary, hybrid method which combines both the extractive and abstractive methods [6]. However, most of these works do not consider extracting user opinions concerning their sentiments [7].

Customer reviews consist of their opinions about a specific product which can represent varying sentiments about different features of that product [8]. For example, consider a review “Phone has a great battery life and high-resolution camera but the screen resolution is a little low, though it was acceptable”. This review has overall positive sentiment but when you go deeper it is found that the review describes the screen resolution in a negative sense. The sentiment of a review plays an important role in decision-making; however, aspect-level sentiment is more important than the overall sentiment of the review [9]. For instance, the above review expresses user opinion about the camera, battery, and screen resolution but gives negative feedback for the screen resolution feature of the phone.

Aspect-based sentiment analysis deals with the sentiment about specific features represented in the review and generates the summary of the positive and negative polarity of the aspects [10]. To perform aspect-based sentiment analysis, the first task is to find the aspect whose sentiment is supposed to be extracted and then analyze its impact on overall opinion [11]. Several existing research studies have utilized fuzzy logic and unsupervised approach to identify aspect-level sentiment analysis and related the sentiments with aspects to find out the opinion of the user related to that particular product [12], [13], however, to identify user-specified aspects, there is a need to consider user query while extracting aspects from a large number of reviews and sort them according to positive and negative sentiments of aspects. The first widely-recognized work in this area was conducted by Ganesan et al. [14]. The authors ranked the products according to the specifications of users which are given in the form of a query. Several existing studies have ranked products according to user specifications based on reviews, however, most of these works have only highlighted positive sentiments of the aspects [15], [16]. The purpose of the current research is to propose an effective system to deal with selecting and ranking products with respect to user specifications by using the aspects considering positive and negative sentiments of these aspects. The main contributions of the study are enlisted below

- Developed the Product Recommendation based on User Specification (PRUS) framework to extract recommended product list from the review dataset based on user-specified features,
- Proposed a procedure to assign sentiments to the aspects or features by extracting the individual sentiment of an aspect from the overall sentiment of the review,
- Developed a procedure to assign weights to positive and negative sentiments counts of the aspects to generate recommended product list based on positive or the negative polarity of its respective aspects,
- Performed extensive experimental evaluation using the Amazon review dataset to estimate the effectiveness of the proposed PRUS approach.

The rest of the paper is organized as follows. Section II presents the literature review. Section III describes the dataset and elaborates on the proposed PRUS framework. Section IV demonstrates and describes the experimental evaluation of the proposed method. Finally, Section V concludes the study.

II. RELATED WORK

This section reviews existing studies related to product ranking based on user reviews. The studies are categorized based on approaches that utilized user-specified features to rank products, rule-based models to extract aspects from reviews, opinion mining, aspect-based sentiment analysis, and semantic-based aspect extraction approaches.

Several existing studies have proposed approaches for product ranking based on user-specified features. A novel method for ranking an entity based on user preferences was proposed by Ganesan et al. [14]. In this work, user-desired features of the entity are given in a query which is used to rank entities based on these specific features. The proposed approach first achieved entity ranking based on their aspects, then, user query-based features are used to rank entities. Another approach in this domain is proposed by Kumar et al. [17] which achieved product ranking based on aspects of opinions. The proposed approach obtained all the aspects of entities and calculated the polarity of these aspects in reviews. It utilized Spearman’s rank correlation coefficient to rank entities. Another product ranking framework was derived by Bashir et al. [18] which ranked entities by matching opinions with the user’s specified features. This study utilized several ranking features which are combined by applying a learning-to-rank approach to genetic programming.

Several studies utilized a rule-based model to extract aspects from entities. A two-fold rule-based model (TF-RBM) was developed by Rana et al. [19]. In this work, rules are created based on sequential patterns derived from the opinions of different customers. In a two-fold rule-based model, one-fold extracts aspects from domain-dependent opinions whereas the other fold extracts aspects which are
domain-independent. Similarly, Wu et al. [20] proposed a rule-based approach utilizing machine learning methods. In the first step, this approach used linguistic rules to get nominal phrases. Next, it discarded unnecessary aspects which were determined based on domain correlation. Finally, the remaining aspects were used to train the recurrent unit for the extraction of aspect terms and opinion targets. Luo et al. [21] proposed a framework that used reviews to extract $K$ most prominent aspects. Experimental evaluations were conducted on different products or services collected from Amazon, TripAdvisor, and Yelp.

The fields of opinion mining and sentiment analysis are related as both deal with extracting opinions. In opinion mining, opinions are expressed, analyzed, and summarized whereas sentiment analysis differentiates the opinion into positive or negative categories. Several existing studies have proposed approaches in the domain of opinion mining. Sharmila et al. [22] utilized machine learning and a fuzzy approach for opinion mining to extract opinions available over social media sites. In another study [15], neural networks were used to obtain aspects from opinions. The study utilized a neural network with seven hidden layers to tag words as aspects. Similarly, the study proposed by Raju et al. [29] identified the aspects of the reviews of the Chinese language.

To identify the most frequent aspects, a semantic-based approach is proposed by Wei et al. [34] which eliminates all those aspects which are irrelevant to the seed opinion words. Another study by Ma et al. [35] utilized Latent Dirichlet allocation (LDA) which is combined with the lexicon of synonyms to extract aspects from reviews of the Chinese language. Another model for aspect identification from the word position in the sentence was proposed by Liu et al. [36]. Similarly, [37] built a list of aspects from the manufacturers' information which is used to extract aspects from reviews. The approach used syntactic patterns to find associations among aspects, opinions, and products.

Deep learning-based model is proposed by Kaur et al. [38] which utilized hybrid feature extraction approach for analyzing semantics. The approach used NLP techniques for the preprocessing stage to eliminate the undesirable data from input text reviews. The semantic-enabled Markov model recommendation (SEMMRec) system is proposed by Nasir et al. [39]. The proposed model extract products' sequential and semantic knowledge according to their usage and textual features by finding similarity between products based on their characteristics using distributional hypothesis methods [39].

It has been observed from the literature review that most of the existing studies have utilized sentiment analysis for product ranking and only a few studies considered user-specified feature-based product ranking. It can be observed that none of these studies have combined the problem of product ranking based on user-specified features considering aspect-based sentiment analysis. Most existing studies have only considered positive aspects and mostly applied overall sentiment/ranking extracted from given reviews to all aspects of that specific product. To fulfill this gap, there is a need to develop an approach that can achieve product ranking based on user-specified features by considering positive as well as negative polarities of the aspects and calculating the ranking of each aspect individually by considering respective negative or positive polarity extracted from the product's review.

III. MATERIALS AND METHODS
This section describes the dataset used for this study along with a discussion of the proposed approach and its functionality.

A. DATASET
The dataset used in this study consists of 413840 reviews and was primarily compiled by a data crawler from Amazon. The dataset contains reviews of mobile phones of various brands and companies. It consists of three attributes which include 'product title', 'brand', and 'review text'. Data preprocessing is considered the first step to preparing data by removing inconsistency and existing noise in the dataset. As a preprocessing of the dataset used in this study, those reviews were removed in which either the product title or brand name was missing. Moreover, the reviews in which the
review text was less than five words were eliminated because such reviews might not contain any feature or sentiment or both. Before performing experiments, the dataset was cleaned to make maximum use of the review text by removing variations. For cleaning purposes, stop-words and punctuation marks were removed. Integers were converted to words and tokens were stemmed and lemmatized using WordNet Lemmatizer [40]. The purpose of this cleaning was to facilitate feature extraction by reducing the possible word variations and writing style differences.

After preprocessing, the dataset is reduced to 316811 reviews which are used for experimental evaluation of the proposed approach. The analysis of the dataset shows that it contains reviews of 371 mobile phone brands. It can also be observed that about 40% of the reviews are covering three brands only which include Samsung, BLU, and Apple. A total of about 4300 products were reviewed by the users. With further analyses, it was observed that the top ten most reviewed products have received 800 to 1000 reviews each.

Table 1 presents a detailed distribution of the dataset in terms of categories, reviews, and products.

### TABLE 1. Detailed distribution of amazon dataset used in proposed method.

<table>
<thead>
<tr>
<th>Category</th>
<th>Total Reviews</th>
<th>Total Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Phones</td>
<td>158,405</td>
<td>2,150</td>
</tr>
<tr>
<td>Clothing and Shoes</td>
<td>59,392</td>
<td>998</td>
</tr>
<tr>
<td>Sports and Outdoor</td>
<td>53,608</td>
<td>745</td>
</tr>
<tr>
<td>Toys and Games</td>
<td>45,406</td>
<td>407</td>
</tr>
<tr>
<td>Total</td>
<td>316,811</td>
<td>4300</td>
</tr>
</tbody>
</table>

#### B. PROPOSED APPROACH PRODUCT RANKING BASED ON USER SPECIFICATION

This section elaborates on the proposed approach PRUS. The aim is to rank products by considering the specifications provided by the users. PRUS approach works in three phases. In the first phase, reviews are divided into sentences to obtain respective features and sentiments from each sentence. This step helps in extracting aspects from the reviews of products which can be used to calculate the sentiments of products on the sentence level. In the second phase, the extracted features are appended with obtained sentiments extracted from the specific sentence of the review. Finally, in the last phase, the product’s features obtained from the second phase are ranked according to user specifications based on positive and negative sentiments. Specifications are provided by the user in the form of a search query from which the desired features are extracted.

1) FRAMEWORK OF PRUS METHOD

In this section, the complete process for the proposed PRUS has been presented in Figure 1. The proposed approach is initialized by obtaining reviews from the review dataset. These reviews are then broken down into sentences. Each sentence is processed to extract its existing features and sentiments. The proposed framework utilized information gain which is an evaluation method based on entropy. Information gain is defined as the amount of information that a certain feature is able to provide for the whole classification. Once obtained, the respective features of each sentence are appended with its sentiment. These features are then...
matched with the features obtained from user specifications. The ranking of reviews is performed using the RANK-ify algorithm which assigns weight according to positive and negative sentiments. Finally, the ranked recommendation list presents the features weighted by their respective sentiments as per user specifications.

2) PROCESS OF PRUS METHOD
This sub-section elaborates the proposed PRUS approach by considering an example review as demonstrated in Table 2. The process starts by breaking the example review of a specific product into sentences. This procedure is implemented by using Python Library NLTK. In the second phase, the sentiment analysis and feature extraction of broken sentences of the example review is performed. The second phase is implemented by using the Python library TextBlob [41]. Similarly, the respective features and sentiments for all the product reviews in the dataset are obtained. The obtained features of each review are appended with the corresponding sentiment (Table 2). In this way, based on the sentiment of the sentence, each feature of the review is labeled as positive or negative. This means that if a sentence is categorized with positive sentiment, then its extracted features will be labeled as positively reviewed features. Similarly, if a sentence is categorized with a negative or neutral sentiment, then its extracted features will be labeled as negatively or neutrally reviewed features, respectively. As a result, total counts are calculated based on the number of times a feature is reviewed as positive, negative, or neutral in all reviews of a specific product in the dataset. These scores are obtained by calculating the ratio of the difference between positive counts and negative counts with the total count of a feature in a product. Finally, the recommended ranked list is calculated using RANK-ify algorithm.

3) PROPOSED RANK-IFY ALGORITHM
This sub-section describes the working of the proposed RANK-ify algorithm. The goal of the RANK-ify algorithm (Algorithm 1) is to rank the products with respect to the feature score in accordance with the features requested by the user specification through a query. The algorithm takes three parameters as input and returns a ranked list of the products which cover the user-specified feature. In line 1, \( k \) represents the maximum number of products to be returned to the user in descending order, i.e., from highly relevant to the least relevant with user specification. \( L_p \) is the set of all the products which are reviewed in the dataset (line 2). This set also refers to all relevant features of respective products and their corresponding positive and negative occurrence counts. In line 3, \( Q \) represents the list of the features extracted from the user query. The algorithm starts by iterating the features of every single product (Line 4) and features specified in the user query (line 5). If the user-queried feature exists in the features of the product (Line 6), the Feature Score (\( FeaSco \)) of that feature is calculated using Equation 1 (Line 7).

\[
FeaSco(f) = (w_1 c(f^+) - w_2 c(f^-))/((c(f^+) + c(f^-))
\]  

Algorithm 1 RANK-ify Algorithm

1: \( k = \) Number of Products in Dataset
2: \( L_p = \) List of Products in Dataset
3: \( Q = \) Features in User Query
4: for \( p \in L_p \) do
5:   for \( U_f \in Q \) do
6:     if \( U_f \in p \) then
7:       \( FS(U_f) = FeaSco(U_f) \)
8:     end if
9:   end for
10: \( RS(p) = \sum_{U_f \in Q} FS(U_f) \)
11: end for
12: Sort \( L_p \) w.r.t. \( RS \)
13: Return top-\( k \) from \( L_p \)

Feature score \( FeaSco \) for every feature is calculated using the occurrence count of the feature separately based on its positive or negative occurrence. Here \( c(f^+) \) means how many times the feature \( f \) has appeared positively and \( c(f^-) \) represents the count of the feature that appeared as negative. As the user may not be interested in positive and negative occurrences equally, therefore, weight attribute \( w \) is introduced to control the degree of positive and negative occurrence impact on the final ranked list. This weight is used with both positive and negative counts. It is pertinent to mention here that the sum of the positive and negative weight should not be exceeded from 1 to keep the dominance normalized, i.e., \( w_1 + w_2 = 1 \).

Once, the \( FeaSco \) for every user-queried feature is calculated for every single product individually, these feature scores are summed up to get the overall Rank-Score of all features of the products (Line 10). Resultantly, the Rank-Score is available for the products in the dataset, keeping in view the user’s preferences provided in the form of the user query. Finally, the products are sorted based on this Rank-Score (Line 12) and the top-\( k \) products from that sorted list are returned to the user (Line 13).

IV. EXPERIMENTS AND RESULTS
This section presents the experimental evaluation of the proposed PRUS approach. The proposed approach is evaluated using the preprocessed dataset of Amazon containing reviews about mobile phones of various brands and companies. PRUS is evaluated by extracting features from a user query which are then used to obtain a sorted and recommended ranked list based on Discounted Cumulative Gain (DCG) measure. The experiments are conducted using varying values of positive and negative weights of review sentiments.

In existing studies, discounted cumulative gain (DCG) is used to evaluate the sentiment analysis approaches [42]. In most of these studies, the DCG value of a ranked product is calculated by using the rating given by the user or an aspect. However, most of the scenario’s dataset does not contain the features and users’ ratings of these features [43]. Mostly, datasets contain overall ratings along with the review text. Nevertheless, this overall rating may not be useful for all
the features addressed in that review [44]. For example, the review “The screen quality is good but battery timing is not great” is rated as 4 out of 5. The review covers two features i.e., ‘screen quality’ and ‘battery timing’ and it is not justifiable if the 4 scores are assigned to both features as one of the features is appreciated while the other one is disapproved by the user. To overcome this issue, the proposed PRUS approach utilizes the sentiment score and assigns it to each feature instead of the overall rating of the review.

This study utilized the TextBlob library for sentiment analysis. The obtained sentiment scores, assigned to each feature, are normalized between the scales of 1 to 10. These scores assigned to each feature are averaged using Equation 2. This is referred to as the average aspect score (AAS) for that specific feature.

\[
AAS(p, Q) = \frac{1}{\text{Count}} \left( \sum_{i=1}^{\text{count}} S(i) \right)
\]  

(2)

Here, for a single product \( p \), all the features that are required by the user query \( Q \) are taken into consideration. Their scores are summed and averaged based on the total count. In this way, a score is allocated to each product with respect to the user-preferred features i.e., \( Q \). Once AAS values are obtained for all the ranked products, the value of DCG is calculated for the products at the particular rank position \( p \) using Equation 3 as below

\[
DCG_p = AAS_1(p, Q) + \sum_{a=1}^{p} \frac{AAS_a(p, Q)}{\log_2(a)}
\]  

(3)

In this way, the DCG score for all the products is obtained. The products are then sorted based on their AAS scores and ranking are generated using this score. This re-ranked product list is used for normalizing the DCG score which is calculated using the above equation. These sorted scores are named Ideal discounted cumulative gain (IDCG) which is obtained using Equation 4. Finally, nDCG is calculated using Equation 5.

\[
IDCG_p = \sum_{i=1}^{p} \frac{AAS_i}{\log_2(i + 1)}
\]  

(4)

\[
nDCG_p = \frac{DCG_p}{IDCP_p}
\]  

(5)

To conduct a comprehensive experimental evaluation, the proposed PRUS approach is demonstrated using an example. Table 3 shows an example where a user query is provided as input. The user query consists of two features; a good camera and the high screen resolution of a mobile phone. In response to this user query, PRUS based system displayed the top-10 ranked products that are recommended to the user based on rank score (RS) and nDCG values. RS values are calculated using the RANK-ify algorithm and nDCG values are calculated using equation 5. While calculating these values, the PRUS approach specifically utilized positive and negative aspects assigned to each feature of that product.

As in this example, those mobile phone products are highly ranked which consist of a good camera coupled with high screen resolution. The recommended list contains all the products having the same highest rank score (0.9); however, these are sorted based on varying nDCG values. The list represents recommended products in a sorted way; the first product is highly recommended and the last product is the least recommended one.

### A. PERFORMANCE ANALYSIS OF THE PRUS METHOD

This section analyzes the performance of the PRUS method. Several experiments have been conducted to observe the change in the ranking of the retrieved products. In these experiments, the weights \( w_1 \) and \( w_2 \) were assigned alternate values such that their sum equals 1 i.e., \( w_1 + w_2 = 1 \). The results of these experiments in terms of rank score (RS) and normalized discounted cumulative gain (nDCG) score are listed in Table 3. Here, \( P_1 \) to \( P_{10} \) represent the product list which is different for all values of \( RS \) and \( nDCG \) scores obtained by varying positive and negative weight in the range of 0.1 to 0.9. The detailed product list for the variations of weights is represented in Table 3.

It can be observed from the results that there was no prominent change in the overall sum score of nDCG as long as the value of the positive weight (\( w_1 \)) remains between 0.9 to 0.5. However, as soon as negative weight (\( w_2 \)) increases from 0.5, the nDCG scores show a sudden increase in terms of the sum. Now consider the value of \( RC \), the results show that as the negative weight crossed the mid value i.e., 0.5, the rank scores for the products start to show a decline. This is because the FeaSco formula (Equation 1) of the proposed PRUS approach is derived from the concept that users intend to buy a product by considering to get its useful features with respect to its positive and negative
TABLE 3. Performance analysis of the PRUS method.

<table>
<thead>
<tr>
<th>Product</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
</tr>
</thead>
<tbody>
<tr>
<td>PW=0.9</td>
<td>Rank Score</td>
<td>2.7</td>
<td>2.7</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>NW=0.1</td>
<td>nDCG Score</td>
<td>0.94</td>
<td>2.06</td>
<td>2.83</td>
<td>3.59</td>
<td>4.06</td>
<td>4.44</td>
<td>4.94</td>
<td>5.81</td>
<td>6.67</td>
</tr>
<tr>
<td>PW=0.8</td>
<td>Rank Score</td>
<td>2.24</td>
<td>2.24</td>
<td>1.61</td>
<td>1.61</td>
<td>1.61</td>
<td>1.61</td>
<td>1.61</td>
<td>1.61</td>
<td>1.61</td>
</tr>
<tr>
<td>NW=0.2</td>
<td>nDCG Score</td>
<td>1.00</td>
<td>2.06</td>
<td>2.92</td>
<td>3.65</td>
<td>4.15</td>
<td>4.55</td>
<td>4.90</td>
<td>5.37</td>
<td>5.91</td>
</tr>
<tr>
<td>PW=0.7</td>
<td>Rank Score</td>
<td>2.1</td>
<td>2.1</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>NW=0.7</td>
<td>nDCG Score</td>
<td>1.00</td>
<td>2.06</td>
<td>3.06</td>
<td>3.59</td>
<td>3.77</td>
<td>4.37</td>
<td>4.85</td>
<td>5.27</td>
<td>5.50</td>
</tr>
<tr>
<td>PW=0.6</td>
<td>Rank Score</td>
<td>1.8</td>
<td>1.8</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>NW=0.4</td>
<td>nDCG Score</td>
<td>0.94</td>
<td>2.06</td>
<td>2.79</td>
<td>3.60</td>
<td>4.02</td>
<td>4.44</td>
<td>4.58</td>
<td>5.15</td>
<td>5.97</td>
</tr>
<tr>
<td>PW=0.5</td>
<td>Rank Score</td>
<td>1.5</td>
<td>1.5</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>NW=0.5</td>
<td>nDCG Score</td>
<td>0.94</td>
<td>2.06</td>
<td>3.07</td>
<td>3.39</td>
<td>4.02</td>
<td>4.57</td>
<td>4.84</td>
<td>5.49</td>
<td>5.70</td>
</tr>
<tr>
<td>PW=0.4</td>
<td>Rank Score</td>
<td>1.2</td>
<td>1.2</td>
<td>1</td>
<td>1</td>
<td>0.85</td>
<td>0.84</td>
<td>0.82</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>NW=0.6</td>
<td>nDCG Score</td>
<td>1</td>
<td>2.06</td>
<td>2.75</td>
<td>3.29</td>
<td>3.47</td>
<td>4.57</td>
<td>5.41</td>
<td>6.13</td>
<td>7.36</td>
</tr>
<tr>
<td>PW=0.3</td>
<td>Rank Score</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.71</td>
<td>0.7</td>
<td>0.7</td>
<td>0.68</td>
<td>0.65</td>
</tr>
<tr>
<td>NW=0.7</td>
<td>nDCG Score</td>
<td>0.488</td>
<td>1.04</td>
<td>1.97</td>
<td>4.05</td>
<td>5.40</td>
<td>4.62</td>
<td>2.23</td>
<td>2.65</td>
<td>14.9</td>
</tr>
<tr>
<td>PW=0.2</td>
<td>Rank Score</td>
<td>1</td>
<td>1</td>
<td>0.8</td>
<td>0.8</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.57</td>
<td>0.52</td>
</tr>
<tr>
<td>NW=0.8</td>
<td>nDCG Score</td>
<td>0.48</td>
<td>1.00</td>
<td>2.09</td>
<td>1.42</td>
<td>1.99</td>
<td>6.67</td>
<td>8.35</td>
<td>6.00</td>
<td>14.7</td>
</tr>
<tr>
<td>PW=0.1</td>
<td>Rank Score</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>0.63</td>
<td>0.5</td>
<td>0.42</td>
<td>0.36</td>
<td>0.36</td>
<td>0.52</td>
</tr>
<tr>
<td>NW=0.9</td>
<td>nDCG Score</td>
<td>1.89</td>
<td>2.65</td>
<td>1.93</td>
<td>3.60</td>
<td>3.97</td>
<td>5.64</td>
<td>13.2</td>
<td>8.01</td>
<td>9.13</td>
</tr>
</tbody>
</table>

FIGURE 2. Performance analysis of the Product Ranking based on User Specification (PRUS) method.

Aspects. As the user may not be interested in positive and negative occurrences equally, therefore, weight attribute \( w \) is introduced to control the degree of positive and negative occurrence impact on the final ranked list [45]. As the value of the negative weight \( w_2 \) is increased from 0.5, the list contains those products which are having features with more emphasis on negative aspects. These experiments show the impact of varying positive and negative aspects of products based on user-specified features considering the relevance of recommended products (nDCG) coupled with its RS. Although the higher positive weight gives a higher rank score to those products which have gained positive sentiments concerning their features however, a decreasing trend of RS can be observed if the negative weight value is increased which gives higher weightage to those products which have more counts of negative sentiments with respects to their features. The difference in the product list for the occurrences of varying positive and negative weights can be observed in Table 3. This is the major contribution of the proposed PRUS approach that it gives independence to the user to select recommended list based on its specified features with respect to positive or negative aspects of the products.

Figure 2 shows the performance analysis of the proposed PRUS method. It is observed that when negative weight \( w_2 \) increases then nDCG scores increase, while if positive weight \( w_1 \) increases then Rank Score starts decreasing. This shows the impact of varying positive and negative aspects of products on user-specified features considering the relevance of recommended products (nDCG) coupled with its ranked score (RS).

V. CONCLUSION

This study proposed a framework, called PRUS, to generate recommended ranked list of products from customer reviews...
based on features extracted from a user query. Existing literature in this domain has not considered negative aspects while recommending ranked products list. Moreover, existing approaches generally rank and display the products to all the users in a similar manner irrespective of the actual needs of the individual user. The proposed PRUS approach worked in three phases. In the first phase, features and sentiments from each sentence of a review have been extracted which are used to calculate the positive and negative sentiments of the products on the sentence level. In the second phase, the extracted features are appended with obtained sentiments, and in the last phase, features from the user query are extracted which are used to rank products considering the calculated Rank Score based on the positive and negative sentiments of their individual features. The positive and negative sentiments of each feature are attributed with a weighted parameter that can be used to control the impact of positive and negative sentiments on the recommended ranked list. The proposed PRUS approach is evaluated by conducting comprehensive experiments. This research opens several new opportunities in the product ranking domain. A future direction in this domain is to explore product ranking on multilingual product review datasets. Another interesting future direction is to provide more flexibility to the user to generate recommended ranked product lists based on negative and positive polarities of user-specified features.
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