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Abstract: Large-scale distributed systems have the advantages of high processing speeds and large
communication bandwidths over the network. The processing of huge real-world data within a time
constraint becomes tricky, due to the complexity of data parallel task scheduling in a time constrained
environment. This paper proposes data parallel task scheduling in cloud to address the minimization
of cost and time constraints. By running concurrent executions of tasks on multi-core cloud resources,
the number of parallel executions could be increased correspondingly, thereby, finishing the task
within the deadline is possible. A mathematical model is developed here to minimize the operational
cost of data parallel tasks by feasibly assigning a load to each virtual machine in the cloud data
center. This work experiments with a machine learning model that is replicated on the multi-core
cloud heterogeneous resources to execute different input data concurrently to accomplish distributive
learning. The outcome of concurrent execution of data-intensive tasks on different parts of the input
dataset gives better solutions in terms of processing the task by the deadline at optimized cost.

Keywords: data parallel task; virtual machine; cloud data center; cost optimization model; concurrent
computation

1. Introduction

The development of software is an enormous sector of the global economy, with its
own phase of evolution and a significant influence on the digital economy as a whole.
The IT sector is a real engine of growth in the world economy, which means that its
success is important. The escalation of computing services has been enhanced recently. Its
attractiveness mainly stems from the release of IT resources, such as the transformation
of capital IT expenditure into economic resources. It has the potential to minimize costs
by economies of scale. Cloud computing, big data, and the Internet of Things (IoT) have
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become inseparable components of digital networking and information systems nowadays.
Along with numerous other sources of information and communication, they cover different
facets of society. Total automation and a focus on observable processes provide a continuous
flow of digital data that can be used at various levels of management, business growth,
manufacturing processes of an organization, and even the perception of the software
product by the customer. As an unprecedented volume of data is being dealt with by IT
industries every day, these vast amounts of data create new challenges and opportunities.

It has been affirmed that the execution of gathered massive, non-uniform real-world
data through grid computing and cloud computing is becoming more obscure [1]. The
challenges are not bound to the size of data only but also to the time and cost constraints
of execution [2]. Task scheduling approaches have been used for homogeneous multipro-
cessor systems to solve computationally intensive image processing and computer vision
applications, including those for reconfigurable network topologies. However, in contrast
with homogeneous multiprocessor systems, heterogeneity in computer systems adds an
additional degree of complexity to the scheduling problem. This could be overcome by
efficient scheduling of tasks because the optimal scheduling uses the resources efficiently
to achieve quick response times for real-time applications [3]. The scheduling of heteroge-
neous computing resources depends on the following parameters of resource availability,
workload size, resource utilization, cost, and resource capacity, such as different speeds
of processors and communication between the processors. Service level agreement (SLA)
negotiation also moderates the scheduling and utilization of resources [4]. Therefore, the
above parameters have to be considered while scheduling the tasks on resources to meet
user expectations (Figure 1).
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Figure 1. A framework for Resource Scheduling.

Time consumption is not only determined by hardware efficiency but also the efficiency
of applications running on the system. The web and business applications may require high-
performance computing machines to execute the application. The increasing cloud utility
may demand the powerful machine in the cloud data center to perform high-performance
computing. The increasing size of efficient and powerful cloud data centers consumes
enormous amounts of cost and leads to high operational costs and carbon footprints.

In the view of attaining the timeliness of the computation, more patterns are employed
to model a generic flow of work. The data parallelism pattern is appropriate to embar-
rassingly model a parallel computation of a data-intensive task. This pattern leads to the
concurrent execution of multiple and independent data parallel tasks on heterogeneous
computing of multi-core resources. However, data parallel task scheduling in heteroge-
neous environments with the aim of satisfying QoS constraints (such as cost and execution
time) is a complex issue. The motivation of this work is the execution of data-intensive
jobs within time and cost constraints using cloud heterogeneous resources. An efficient
model is needed to acquire the performance of the cloud heterogeneous resources. The
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data parallel task runs concurrently in cores that handle large amounts of data to often
yield high throughput and performance. Therefore, task scheduling is presented here to
implement task-level parallelism in cores. The contribution of this work is stated as follows.
This paper proposes cost-optimized data parallel task scheduling in cloud resources. By
running concurrent executions of data, the data parallel task is able to be finished within
the deadline. This work experiments with a machine learning model that is replicated on
the multi-core cloud heterogeneous resources to execute different input data concurrently
for distributive learning. A linear mathematical model is developed here to reduce the
operational cost of the data parallel task. The mathematical model aids in scheduling the
load fractions to each multi-core resource or virtual machine feasibly. The experimental
outcomes of the data-intensive task reveal that better solutions are attained in terms of
deadline and keeping the computational cost at an optimized rate.

The organization of the paper is detailed as follows. Section 2 describes the related work.
Section 3 discusses the need for data parallel task implementation on multi-core resources. The
proposed time-constrained cost optimization model is formulated in Section 4. Experimental
results and discussion are carried out in Section 5. Finally, Section 6 concludes the paper.

2. Related Works

Scheduling is essentially a decision-making mechanism that decides the execution
order on the collection of available resources. The task scheduling on various computational
environments, such as clusters, grids, and the cloud data center is crucial to complete
execution within the deadline. The consumer submitting a job may have a deadline to
comply with. If the target device is a power grid or a cloud, this information is useful,
and the scheduler must use it to verify whether a given schedule complies with the
constraints of the user. The performance of an application on heterogeneous systems is
highly dependent on the processor’s computing capacity, the number of processors, the
bandwidth of communication, the size of the memory, etc. In [5], the author said that the
appropriate scheduling mechanisms improve the Quality of Service (QoS) for cloud users
by minimizing the total completion time of applications. The scheduling mechanisms aid
in managing the complexity that is present in the management of distributed resources
and allocations. The resources are scheduled based on the users’ requirements such as the
budget and deadline. The time cost-optimization scheduling algorithm aids in achieving a
lower job completion time at a minimum computation cost. However, if more numbers of
resources are used for computation, it makes the task more expensive to complete. Mixing
data and task parallelism to compute the large computational applications often gives better
speedups compared to either applying pure data parallelism or pure task parallelism.

In [6], the author proposed a proportional share allocation system that allows users
to bid higher in order to gain more resource shares. Even if this allocation system intends
to minimize the total run time and cost, it does not guarantee the completion of the
workload within a fixed budget; moreover, troubles can be incurred due to the continuous
intervention of the broker to prefer the cheapest resources to complete the task within
the deadline [7]. The multiprocessor executes the parallel task simultaneously to obtain
quick results, process a massive amount of data, and solve a problem in the expected
time. Ref. [8] Machine learning technologies are applied to obtain acceptable solutions of
tolerable time consumption for scheduling problems. Ref. [9] The workflow scheduling
for efficient resource utilization of the volunteer computing system and cloud resources is
applied. Therefore, many of the time-constrained parallel applications in a heterogeneous
environment scheduled using efficient task-scheduling algorithms are completed. The
existing task scheduling works of [10], Ref. [11] executed tasks on a core, but they did not
implement parallelization on the core level. Good scheduling for a parallel task can make it
meet its deadline. The existing scheduling works of [12–18] allocated all of the multiple
available resources at a time to run the concurrency of tasks on the resources.

In [19], they stated that the deadlines could not be met by parallel tasks if parallel
tasks are executed by one unique thread. Multi-core processors are capable of executing
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the parallel task simultaneously to obtain quick results, process a massive amount of data,
and solve a problem in the expected time [20]. This work uses multi-core resources to
implement core-level parallelisms to obtain quick results and to process a massive amount
of data within the expected time and minimum power consumption. Others can be seen
in [21–29]. However, the complexity is increased by considering time and cost constraints.
Due to the review above, the cost-optimized scheduling is formulated in this research to
schedule the data parallel task in a multi-core environment under time and cost constraints.

3. Need of Data Parallel Task Implementation on Multi-Cores

The data parallel task is the simultaneous execution of the same task on different
parts of the initial input dataset or task replication with different input datasets. The
implementation of parallel execution requires the transfer of huge data subsets to remote
virtual machines for concurrent execution and makes long wide-area data transfer latencies.
They could be secured by the data management services through authorization and authen-
tication of the remote site. The initiation of a new virtual machine creates latency and cost
consumption. Hence, the completion of a task under the deadline and cost constraints is
also complicated. Therefore, the probable number of parallel task executions in a minimum
execution environment is needed, which is proposed here. It can be obtained by running
concurrent executions on multi-core resources or virtual machines in the cloud. Thus, the
resource utilization is optimized proficiently through executing the tasks concurrently on
the multi-core resources.

If more executions are performed at the local sites, there is no need to transfer the data
to the remote sites (i.e., data replicas in remote sites might be reduced, and security services
can be achieved). In the cloud, there are k many-core machines or resources R with m
cores. All the m cores in each machine or resource are identical. Here, the implementation
of the data parallel task is performed through task replications, which run on different
parts of the initial input dataset. The number of task replication depends on the number
of cores; as a result, each task is run on an individual core. A multi-core virtual machine
has more execution cores. Hence, multi-core resources are helpful for data parallel task
scheduling to process a large amount of data concurrently to achieve high throughput and
performance. Figure 2 indicates the scheduling of data parallel processing operations in a
multi-core architecture. A multi-core processor improves the overall performance of the
task by proper scheduling of parallel computation.
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4. Scheduling Methodology
4.1. Problem Modeling

In this work, the proposed model consists of a finite set of k heterogeneous virtual
machines or multi-core machines with varying capacities to execute a given task. These virtual
machines can be represented as R = {R1, R2, R3, . . . , Rk}. The given data-intensive load N split
into load fractions, which are n1, n2, n3 . . . nk, are scheduled onto a set of multi-core machines
{R1, R2, R3 . . . Rk}. The objective of the proposed work is described here:

• Replicate the task in order to increase the number of concurrent computations that
depend on the number of cores on the virtual machine.

• Finding the feasible amount of data load fractions to achieve an optimized cost under
a prefixed job deadline D and budget B constraints. While running a concurrent
computation on the cores, each task runs independently on an isolated core without
waiting for any hardware resources. The CPU time accounted for each task in CMP is
approximately equal if identical workloads are running on a similar core.

The load fractions are communicated to the resources to run a replicated task con-
currently on all the multi-core machines [30]. The execution of dependent tasks on the
resources can make the overhead of communication which may dominate in the overall
processing time. Hence, the overall turnaround time of load on a multi-core machine Ri
will be calculated as the summation of the execution time and the communication time. In
this work, it is assumed that there is no direct communication between virtual machines.
The communication time (Tdi) is related to the data transfer time, and the processing time
(Tei) is related to the execution time of load fractions ni on the virtual machine Ri. Here,
the execution time is linearly reliant on the fractions of load ni received by the machine Ri.
The communication time is linearly reliant on the fractions of load ni transferred to the
machine Ri. Moreover, the proposed model considers both communication and execution
overhead on each machine Ri is raised during the task execution. Particularly, communica-
tion overheads are adapted to the latency on the network while transferring data to the
sites. Similarly, execution overheads are due to scheduling the resource, task replication,
etc. Here, ni ε N. If ni is the number of load fractions transferred into machine Ri, it is again
partitioned into sub-load fractions such as nci to a set of cores on the same machine Ri.

ni = nci * mi (1)

where mi represents the numbers of cores on machine Ri, Tei is the execution time of
resource, which is given by

Tei = ei + tei nci (2)

where ei denotes the execution overheads, and the execution time of machine Ri is taken
as the parallel execution time of cores on machine Ri. If the concurrent task execution on
multiple cores runs with equal workload fractions nci on each core, the load fraction nci on a
core is taken into consideration to calculate the execution time of virtual machine Ri. Here,
tei is the proportionality constant between the time of execution and the number of load
fractions nci submitted to the replicated task, which runs on the core of server Ri. Similarly,
the communication time Tdi is given by

Tdi = di + tdini (3)

where di represents the communication start-up overheads, and tdi is the proportionality
constant between the time of data transfer and the number of load fractions transferred to
resource Ri. Accordingly, the total turnaround time Ti needed to execute ni load fractions
on Ri is calculated by

Ti = Tei + Tdi
Ti = Tei + Td = ei + tei nci + di + tdi ni

(4)
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4.2. Time and Cost-Constrained Cost Optimization

This section extends the model in Section 4.1 with time-constrained cost optimization.
A cost optimization model is formed here, which distributes the load fractions to the
selected multi-core resources or virtual machines to carry out the concurrent task in an
optimal way. The following notations are used to formulate the mathematical model:

ci—Cost required for concurrent processing of unit load task in resource Ri
nci—Part of the workload from sources distributed to the task that runs on the core of

resource Ri
B—Budget for the given job.
tei—Concurrent execution time taken by executing a unit load on each core of resource Ri
tdi—Time taken to transfer a unit load to the resource Ri
N—Total workload of the given job.
mi—The number of tasks that should be concurrently executed by virtual machine Ri
The objective is to minimize the total computational cost of a job under a prefixed job

deadline D and cost constraints. The prefixed deadline and budget are given by the user.
The total turnaround time of the job should be within the deadline.

Minimize = ∑
i

cinci (5)

ei + tei nci + di + tdi mi nci ≤ D I = 1, . . . . . . k
tei nci + tdi minci + oi ≤ D i = 1, . . . . . . k

(6)

where oi = ei + di

∑i cinci ≤ B i = 1, k (7)

∑i minci = N i = 1, . . . k (8)

nci ≥ 0. (9)

Equation (5) represents the objective function. Equations (6)–(9) represent the con-
straints to attain the objective function. The constraints (6) and (7) represent the deadline
and cost constraints of a given task. Constraint (8) represents that the load of the job is
the summation of the load fractions, which are distributed for execution. Constraint (9)
represents that the distributed workload fractions are non-negative constraints.

4.3. Time and Cost-Constrained Cost-Optimized Scheduling Algorithm

The resource manager examines the memory data and the performance of a virtual
machine for running a unit of the workload, as well as computing the cost and communi-
cation time for jobs. The time and cost-constrained cost-optimized scheduling algorithm
distribute the feasible load fractions to the selected multi-core resources based on a linear
solution. Here, the replicated task is executed with different parts of submitted data loaded
to the multi-core resources Algorithm 1.

Algorithm 1. Time and Cost-Constrained Cost-Optimized Scheduling Algorithm

Assumption: Resource manager should examine the value of tei, tdi, ci, oi for each resource
Input: Task with input load N, user specified deadline D in sec and Budget B in $.
Variable Resource List [ ]
Variable Resource capacity [ ]//the values of unit load turnaround time ti, ci & mi
Output: load distribution based on the deadline and budget constrained cost optimization values
& job is done at minimum cost from (5)–(9)

Begin
i = 0;
Get the load value of N;
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Algorithm 1. Cont.

For each machine R(i,k) in Resource list[ ] do
If (N not null)
Get the value of ci, Ti, mi of Virtual Machine Ri from Resource_Capacity [ ];
Get the feasible value nci of Machine Ri. based on the constraints of
tei nci + tdi mi nci + oi ≤ D & ∑

i
cinci ≤ B

For resource Ri (j, mi) do//where mi is number of tasks can be executed by resource Ri
Create task replication trj on Ri
Distribute nci to task trj of machine Ri.
j++;
End
Execute all tasks concurrently;
Get Job Results.

4.4. Self-Learning Agent for Cost-Optimized Scheduling

A self-learning agent is designed here to automate the above cost-optimized schedul-
ing of a task. The designed system is effective and interpretable for fitting the task into
the machine. Based on the learning parameters from the environment, the system will
schedule the job to an appropriate machine by considering the optimized cost and time con-
straints. In [31], the authors discussed the reinforcement learning agent that was adapted
to the dynamic environment by learning the decision-making policy from experience. It
is well appropriate for the resource management systems since the resource management
scheduler needs to make scheduling decisions without knowing the dynamic change of
job arrivals based on the machine’s availabilities [32–34]. The decision agent repeatedly
observes the learning parameters to make decisions to reach the optimal policy [35]. The
Markov decision process is used for designing a self-learning agent. The agent perceives
the environment state (s), action (a), and reward (r) from its learning experiences. The
agent iteratively implements a state–action pair from its learning experiences to schedule
the job for machines. The Markov chain has a stationary distribution Π and a finite mixing
time T. A trajectory of samples of state actions s1a1, s2a2, s3a3, . . . , sTaT has been chosen
until its current state has a distribution that roughly matches Π. Here, an approximator
function is used to adjust certain learning parameters to make a decision related to the
optimal scheduling policy. The self-learning agent chooses the finest action based on the
optimal selection policy π, which is given below.

π θ(at/st) = minaεA L(at/st) (10)

The agent is trained with different task machine pairs to accomplish the above schedul-
ing policy. The selected trajectory from many action state pairs should map the task of the
machines on the basis of minimized time and cost scheduling. The action at ∈ A (st) and
the state of the highest fitting of the machine job pair yields an immediate reward r from
the environment. The value of L-learning has been updated from cumulative rewards r. α
represents a transition of a state under action from the learning experience. The probability
of transition is defined by

Pθ(α) = P (s1a1, . . . . . . ,sTaT) (11)

Pθ(α) = ∏T
t=1 P(st/(st−1at−1)πθ(at/st) (12)

The expectation of cumulative reward is defined as,

M(θ) = Eα ∼ [r (α)] = ∑T
t=1 r(st, at) Pθ(α) (13)

r(α) = r (s1a1, . . . . . . , sTaT) = ∑T
t=1rt = ∑T

t=1 r(stat) (14)
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The gradient descent is applied to obtain cost-optimized scheduling:

∇θ Eα ∼ [r (α)] =∇θ
∫

r (α) Pθ (α) dα (15)

The environment’s state has a variable length of fitted multi-core machines and task
pairs to achieve cost-optimized data parallel task scheduling. The agent will learn from its
environment. The self-learning agent is trained up with different task and resource pairs to
make an intelligent decision through iterative learning parameters from the environment.
The main objective of learning is fitting the task to the machines under the constraints of
minimum time and cost.

5. Results and Discussion
5.1. Experimental Evaluation

The cost-optimized data parallel task scheduling model is tested with resources that
are listed in Table 1. A data-intensive task with an input size of 500,000 text data records
under the constraints of a user-specified deadline of 5000 s, and a budget of 700 USD is taken
here to evaluate the proposed work and algorithm. The algorithm uses the information
of the resources mentioned in Table 1, in which the execution time tei(s) is calculated by
concurrently running the unit workload on cores of virtual machine Ri. The time taken to
transfer a unit load to the resource is tdi(s). The summation of the execution time and the
communication time of the listed resources is calculated as ti(s), which is given in Table 1.
The summation of the execution, communication overheads, and concurrent processing
cost of given resources are assumed and given in Table 1. For concurrent executions, those
500,000 records are distributed into the computing resources of multi-core virtual machines.

Table 1. Resource information.

Virtual
Machine

List
oi (S)

ti (s)
per Unit Load

(tei + tdi)
(s)

Concurrent
Processing Cost
per Unit Load

ci ($)

Optimal Load
Fractions Value

(Data
Records)

Distributed
Load Fractions
to Each Server
(Data Records)

R1 250 0.1364 0.00520 29,649 118,596

R2 250 0.1454 0.00260 32,668 130,672

R3 280 0.1498 0.00130 31,508 126,032

R4 280 0.1514 0.00065 31,175 62,350

R5 280 0.1514 0.00065 31,175 62,350

The following linear programming model is formed to give the feasible workload
fraction values for each task or thread.

MIN = 0.00520 * n1 + 0.00260 * n2 + 0.00130 * n3 + 0.00065 * n4 + 0.00065 * n5;

0.1364 * n1 ≤ 5000 − 250;

0.1454 * n2 ≤ 5000 − 250;

0.1498 * n3 ≤ 5000 − 280;

0.1514 * n4 ≤ 5000 − 280;

0.1514 * n5 ≤ 5000 − 280;

4 * n1 + 4 * n2 + 4 * n3 + 2 * n4 + 2 * n5 = 500,000;

0.00520 * n1 + 0.00260 * n2 + 0.00130 * n3 + 0.00065 * n4 + 0.00065 * n5≤ 700;



Electronics 2022, 11, 2022 9 of 13

The above linear equation has been solved. The cost-optimized scheduling gives the
minimum processing cost of USD 320.5. The optimal load fraction values distributed to
computing resources are shown in Table 1. The above resources have the capacity to execute
the tasks concurrently. Hence, the task is replicated based on the number of cores in each
virtual machine. Each of these is assigned with the optimal input of 29,649 records; thus
118,596 records are totally transferred to virtual machine R1. The work is also tested up to
schedule the task of different load values with different deadlines at the same budget of
700 USD. Figure 3 shows how the load fractions are distributed to each multi-core virtual
resource to run the various load at optimal cost at different deadlines.
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Figure 3. Task load processed by concurrent processes.

The experiment is performed on the assignment of the task to the multi-core virtual
resources. In [36,37], the authors assigned the data-intensive job to a set of processors or
clusters based on their speed and capacity to complete the task within the deadline. They
considered the communication delay and data access latency to calculate the completion
time of the task. The feasible assignment of the data load to each processor is based on
processor capacity, hence the task assignment to virtual machines that have minimal cores
is compared with the task assigned to a machine that has multiple cores.

The cost-optimized parallel task assignment experiments on available heterogeneous
virtual resources that have minimal cores. However, it processes 317,236 records within the
5000 s deadline at the cost of 699.637 USD on five heterogeneous resources. It processes
500,000 records on five resources within 9000 s at the cost of 845.8 USD. As per our result,
the concurrent executions on the multiple virtual machines that have minimal cores require
more processing time to finish the submitted task load of 500,000 records; the execution of
the same data parallel task on multi-cores of virtual machines is less within the deadline.
In [38], the arrived task has a budget that limits the total number of resources because the
running job has to pay the system for the usage of additional resources. Figure 4 shows the
comparison of the execution on multi-core virtual resources and a virtual machine with
minimal cores. Hence, the execution on a virtual machine with minimal cores under the
constraints either requires more processing time or more resources.

The results show that the concurrent tasks that run the feasible load fractions on
multi-core virtual machines are capable of processing the entire submitted load within
the deadline at the minimum cost. However, the concurrent tasks on a virtual machine
with minimal cores can process only around 60% of the given load within the deadline as
shown in Figure 5. The cost-optimized data parallel task scheduling on multi-cores attains
the optimized cost as shown in Figure 6. The highlight of this research considers task
replication in the core processors to minimize the time and cost. If the multi-core virtual
resources are available, the task could be executed as per data parallel task scheduling
within the minimum span; otherwise, examining the currently available resources may
increase the execution time and cost.
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5.2. Experimental Evaluation for Data Parallelism Using Model Replication

Nowadays, machine learning and deep learning play vital roles in all multi-disciplinary
applications [39,40]. The models are developed to predict or classify the image data or
text data. The models are developed and deployed for prediction, classification, and rec-
ommendation. While developing the models, training and testing processes are carried
out. A total of 70% of text data or image data will be used for training, and 30% of text
data or image data will be used for the testing process to improve the learning rate of the
machine. If the dataset size is large, a huge number of image or text data could be used
for training and testing process. It will consume time and money to train and test the
model. The cost-optimized data parallel task scheduling is applied to train and test the
model. The highlight of this research considers distributive learning by applying machine
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learning model replication in the core processors to make the time and cost minimam. The
data parallel task is the simultaneous execution of the same model on different parts of the
input image dataset or the machine learning model being replicated to execute different
input datasets concurrently. Hence, an image data-intensive task of the classification of leaf
images is experimented with here. The input leaf image is shown in Figure 7; there is a
data size of 100,000 images taken here to train and test the model.
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The algorithm uses the information about virtual resources. The primary idea be-
hind data parallelism is to boost the overall sample throughput rate by duplicating the
model over multiple machines and performing backpropagation in parallel to obtain more
information about the loss function faster. Finally, the various results are combined and
merged to create a new model [41,42]. The execution time tei is calculated based on the
concurrent processing time of an image on each core of virtual machine Ri. Therefore,
the machine learning model is replicated on each core of resource Ri. The time taken to
transfer a unit load to the resource is signified as tdi. The summation of the execution
time and the communication time of resources are considered for the data parallel model
implementation. Distributed learning gives better performance instead of running the
model in a machine, since batchwise running is executed to implement distributed learning.

The distributed training of deep learning models is implemented on both multi-
core machines and multiple machines or clusters. The multi-core machine gives better
throughput compared with multiple machines, as shown in Figure 8.
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6. Conclusions and Future Work

In this paper, we proposed an improvement to data parallel task-scheduling by allocat-
ing cores to the tasks with the intention of minimizing the overall execution time and cost
margin. The machine learning application with a bulky dataset was deployed to examine
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the effectiveness of the concurrent execution on multi-core resources. A cost-optimized
data parallel task scheduling on multi-core resources is formulated. The experimental
results reveal that the concurrent execution of tasks in a multi-core environment is able to
complete the application within the deadline. The optimal solutions are attained in terms
of processing the data parallel task by the deadline while keeping the computational cost
at an optimized rate. Further studies will investigate a specific application that implements
the proposed algorithm. The specific application is the comparison of machine learning
models that will be performed in parallel through the proposed task and data parallelism
scheduling process within the time and cost constraints.
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