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The agriculture field is the basis of a country’s change and financial system. Crops are the main 
source of revenue for the people. One of the farmer’s most challenging problems is choosing the right 
crops for their land. This critical decision has a direct impact on productivity and profit. Wrong crop 
selection not only reduces yields but also causes food shortages, creating more problems for farmers. 
The best crop depends on many parameters such as illustration humidity, N, K, P, pH, rainfall, and 
temperature of the soil. Getting advice from experts is not an easy task. This requires intelligent 
models in crop recommendations that use machine-learning models to suggest suitable crops for soil 
and other environmental conditions. Temperature, humidity, and pH are important data for growing 
crops in agriculture. In this study, we gather and preprocess relevant data. To recommend the most 
suitable crop, we propose a novel ensemble learning approach called RFXG based on random forest 
(RF) and extreme gradient boosting (XGB) to suggest the best crop out of the twenty-two major 
crops. To measure the capability of the proposed approach, various machine learning models are 
utilized including extra tree classifier, multilayer perceptron, RF, decision trees, logistic regression, 
and XGB classifiers. To get the best performance, optimization of hyperparameter, and K-fold cross-
validation procedures are performed. Experimental outcomes show that the proposed RFXG technique 
achieves a recommendation accuracy is 98%. Specifically, the proposed solution provides immediate 
recommendations to help farmers make timely decisions.

Keywords  Agricultural economics, Smart agriculture, Soil parameters, Crop recommendation, Smart 
farming, Machine learning, Ensemble model

Agriculture is an important part of the economic environment and sustains people’s lives in many regions. The 
general prosperity of many regions depends heavily on the annual harvest, This highlights the important role 
agriculture plays in connecting food supply and distribution. Challenges faced by farmers due to unpredictable 
weather conditions require changes in agriculture1. Different regions have different climates, so it is important to 
consider the different environments in each region. This decision is important in determining the most suitable 
place for growing different types of crops. Precipitation patterns also vary greatly across the region and play an 
important role in agriculture. Too little or too much rain can damage crops while good rainfall helps produce 
the best crops. As soil properties and weather conditions affect agriculture significantly, crop selection based on 
accurate information, including soil composition and weather conditions, is crucial to increasing crop yields. 
However, access to this information is often hindered by the complexity and change of environmental factors. 
Improvements must be made to provide accurate data and better understand soil and climate dynamics and their 
effects on crops. The use of data has the potential to provide rich information, solving problems that will replace 
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modern technology and provide more accurate and important information. Although there are difficulties in 
processing complex data, technology can make good decisions in agriculture2.

This research focuses on recommending optimal crops based on soil nutrients as illustration humidity, N, K, 
P, pH, rainfall, and temperature. Considering these parameters, the most suitable crop is recommended to get 
the optimal crop yield with respect to the soil nutrient conditions. It is expected to help farmers make better and 
more informed decisions for sustainable and smart farming thereby improving crop yield and farmers’ financial 
gains. The following contributions are made in this study.

•	 A machine learning-based approach is presented in this study to recommend the most suitable crop with ref-
erence to particular soil type from 22 varieties of crops including chickpeas, maize, rice, kidney beans, broad 
beans, pigeonpeas, mungbeans, lentils, blackbeans, pomegranates, mangoes, bananas, grapes, watermelon, 
apples, melon, oranges, papaya, cotton, coconut, coffee, and jute.

•	 An ensemble approach is introduced for improved accuracy in suggesting the optimal crop which integrates 
random forest (RF) and extreme gradient boosting (XGB) models. In comparison, several machine learning 
models are implemented like extra trees classifier (ETC), multilayer perceptron (MLP), RF, decision tree (DT) 
classifier, logistic regression (LR), and XGB for comparative performance. Models are fine-tuned for optimal 
performance.

•	 Exploratory data analysis is carried out to analyze feature relationship analysis. The proposed model is eval-
uated in comparison to existing approaches and its performance is further validated using a k-fold cross-val-
idation approach.

We organized this paper as follows. Section 2 offers insights into the existing work. Section 3 provides details of 
the approach, dataset, data preprocessing, and exploratory analysis. Section 4 provides discussion and results. 
Finally, the conclusion and the future work of the paper are presented in Section 5.

Literature review
In this section, we study the relevant literature concerning our proposed fact-finding study. We analyze previous 
studies that have been practiced for crop suggestion. This research entails evaluating the methodologies utilized, 
and the achieved accuracy/error rates, and analyzing the constraints inherent in current approaches.

Iniyan et al. introduced machine-learning techniques in foreseeing crop yields inside the3. This forecast 
includes an analysis of factors like soil quality, weather, and historical data. The accuracy of these predictions 
depends on the use of regression models. Farmers face the challenge of accurately predicting harvests in India. 
To solve this problem, the authors used satellite images and weather data to estimate crop yields for 18 years in 
Maharashtra. The first method involved using multiple linear regression (MLR), but it presented some limitations. 
To improve prediction accuracy, the authors tested various methods and evaluated their performance using 
metrics such as R-squared. The long short-term memory (LSTM), achieved an accuracy rate of 86.3%. The main 
aim was to provide farmers with useful tools to help them choose the most suitable crop to get the best harvest.

Garanayake et al.4 proposed a system to suggest the best crops to grow based on N, K, P soil pH, temperature, 
precipitation, and rainfall. The study predicted the yield of Five crops in India, including ragi, gram, potato, rice, 
and onion. The system used various learning techniques including Naive Bayes (NB), RF, DT, LR, support vector 
machine (SVM), and XGBoost to recommend the most suitable crop for multiple regions of India. With this 
strategy, 94.78% accuracy in onion yield was achieved.

The authors examined the climate impact on wheat production in Ukraine in5. They used daily bulk of 
minimum, average temperature, maximum, and precipitation. Provided by the Global Historical Climatology 
Network for flake coverage data from 1985–2018 calm from the 190 meteorological stations across Ukraine. 
The authors used machine learning, specifically random forest models, which have proved to be more effective 
than traditional methods. Average weather conditions and extreme weather conditions were found to affect 53–
62% and 36–40% of crop yield respectively. The analysis highlights the characteristics of the climate at different 
stages of wheat growth and emphasizes the importance of considering seasonal changes. This study analyzes 
how regional differences in critical temperature, weather conditions, and climate affect crop production and 
reveals the need for strategic change. These findings offer insights for farmers and crop breeders, highlighting 
the importance of understanding and addressing regional differences in the impact of climate on crops. This 
knowledge could help ameliorate climate change and improve world grain production.

A complete solution to predict crop yield is provided by Pande in6. The prompted system connects farmers 
through portable applications and determines the user’s location with the help of GPS. The user presents the 
area and land variety as input. They proposed a model that predicted the crop yield by studying characteristics 
like rainfall, temperature, area, season, soil type, etc. The system also determines the best point in time to 
use fertilizers. Machine-learning models allow the selection of the most commercial crop names to predict 
fruitage yields for the user’s chosen crop and guide them on using the right fertilizers. The researchers used 
past information from trusted sources like Kaggle and the Indianwaterportal, concentrating on the Karnataka 
and Maharashtra regions. They suggested 20 different crops like Arhar, Bajra, Black pepper, Castor, Cowpea, 
Dry chilies, Dry ginger, Gram, Groundnut, Horsegram, Jowar, Linseed, Maize, Moong, Nigerseed, Onion, Rabi 
pulses, Peas, Potato, and Ragi. They used machine learning models like SVM, RF, multivariate linear regression, 
artificial neural network (ANN), and k nearest neighbor (KNN) to predict the crop yield. The RF gave the most 
accurate result with 95% accuracy.

Gum et al. established a study on data spanning 51 years, in2. The study examined the use of machine learning 
to predict when rice will grow in Sanlıurfa city of Turkey. They analyzed daily weather data and predicted three 
planting dates (early, normal, late) using the nearest neighbor, support vector machine, and tree pruning. Climate 
variables included maximum daily temperature, average daily temperature, minimum daily temperature, daily 
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humidity, and daily precipitation in the starting 300 days of each year. This study provides a genetic method for 
selecting important traits that leads to better results, In particular, when KNN is used for prediction, the correct 
classification reaches 37% and 92%, respectively. This approach provides modeling tools that can help farmers 
adapt to climate change and manage permaculture by accurately predicting planting dates.

Gulati et al. proposed a framework that explored crop production prediction in India using six different 
machine learning methods in7. The data used in the article includes states (West Bengal, Maharashtra, Uttar 
Pradesh, Gujarat, etc.), various crops (sugar, wheat, coconut, pulses, etc.), various seasons (rabbi, kharif, whole, 
summer, etc.), long-term crops over the years and other parameters like rainfall, temperature, pH, humidity. To 
predict crop yield, using gradient boosting regressors, ridge regression, linear regression, RF, DT, and polynomial 
regression. After the analysis, it was found that the accuracy of the supported gradient regressor in regression 
prediction was 87.90%. The random forest regressor performed better when predicting yield, with approximately 
98.9% accuracy.

Proposed by Ali et al. a crop-recommended system using machine learning techniques is based on 
temperature for Pakistan’s farmers in8. Analyzes data on rice, cotton, wheat, and sugar. They examined the yield 
of rice according to temperature and found that the maximum temperature of cotton declines within the range 
of 25◦C to 35◦C, while that of rice declines within the range of 12◦C to 22◦C, and the temperature range of 
sugar cane is from 20◦C to 35◦C and the maximum temperature of rice is in the range of 20◦C to 35◦C. They 
analyzed, measured, and predicted results for all crops (meat, cotton, sugar cane, and wheat) following almost 
the same pattern and basis. 90% accuracy is used as the identification algorithm.

The authors developed a method to predict crop yield based on historical data9. In this system, product 
selection depends on what is suitable for the selected area. Factors include location, soil, and food plants. 
Machine learning algorithms used to predict crop yield, recommend fertilization, and distribute soil are SVM 
and RF. The results show that random forest works best for land classification, achieving an accuracy of 86.35%, 
while SVM is good for the prediction of crops with an accuracy of 90.47%.

In10, Dosi et al. proposed a strategy for recommending crops using machine learning algorithms. The system 
consists of two parts: i) a forecasting tool that indicates the suitable crop and ii) a rain gauge. It has considered five 
major crops i.e. bajra, maize, jowar, rice, and wheat, and fifteen minor crops; cotton, jute, barley, pulses, ground 
nut, other legumes, potatoes, rapeseeds and tur, mustard, ragi, sesames, soya beans, sunflowers. Characteristics 
like soil type, precipitation, aquifer thickness, soil pH, topsoil thickness, temperature, and location were taken 
into account. The system used different learning algorithms like DT, neural networks, KNN, and RF. It classified 
multiple tags and used a neural network algorithm to achieve a 71% accuracy for rain and over 91.00% accuracy 
for favorable crop prediction.

Another method of selecting the best crop according to climate and soil conditions is presented in11. The 
method is split into two parts: using a recurrent neural network (RNN) algorithm to predict the seasonal 
weather and using RF classification to come to a decision on which crop is the best. Five years of climate data 
from NRSA Hyderabad station, specifically in the agro-climatic zone of Telangana, were used in the study. The 
crop selection model looked at soil conditions, focusing on 10 different crops. The results showed that RNN 
works better than traditional AI, and random foresters recommend better harvests per acre. The method can 
also determine the best time to plant crops based on weather forecasts, creating a successful way to select crops 
based on the weather.

In another study, Manikrao et al. used the DT algorithm in their model and referred to its use in decision-
making at each level of the binary tree in12. They trained samples of three major crops: soybeans, sugar, and 
tulpa. Their research has shown that approximately 50% of crop yield is unnatural by climate, such as humidity, 
temperature, precipitation, and solar intensity. They also include soil elements such as soil pH, soil organic matter, 
soil minerals, and soil moisture. Despite the existing approaches to crop recommendation for the agricultural 
sector, these studies lack the desired accuracy necessitating further research. A brief overview of the discussed 
literary works is presented in Table 1.

Ref. Year Parameters Crop Studies Data Source Techniques Used Shortcomings/limitations Performance

8 2021 temperature-based sugar, wheat, 
cotton, and rice

Government 
database ML model Polynomial Regression

Limited number of crops (4) 
are considered and using old 
scheme with less accuracy

PR = 94%

3 2023 Soil, weather, past data
rice, wheat, 
maize, soybean, 
sugarcane

Satellite images, 
climate data

Multiple Linear Regression (MLR), 
LSTM with feature engineering.

5 crops are considered limited 
and using an old scheme with 
less accuracy

86.3%

? 2023
Weather data: rainfall, 
temperature, humidity, 
wind speed Soil data like 
pH and nutrient content

wheat, rice, 
maize, soybean, 
cotton

Andhra Pradesh 
Government

Random Forest, K-Nearest Neighbors, 
Support Vector Machine, and 
Weather forecasting using ARIMA 
model

5 crops are considered limited RF=92%

12 2020 Soil conditions, weather 
conditions, crop suitability 10 crops NRSA Hyderabad 

station
Recurrent Neural Network (RNN), 
Random Forest Classifier

10 crops are considered 
limited 93%

? 2022 Rainfall and temperature Potatoes and 
Maize

NRSA Hyderabad 
station

Data mining, Random Forest, 
Polynomial Regression, and SVR 2 crops are considered limited

RMSE(potato=510.8 
and maize= 129.9)
R2(0.875 and 0.817

10 2018 temperature, rainfall, 
location, and soil condition Twenty crops No defined source Multi-label classification, NN, KNN, 

DT, RF
20 crops are considered 
limited and using old schemes 
with less accuracy

NN=91%

Table 1.  Comparison among the existing work on crop recommendation.
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Research gap

•	 Previous studies on recommendation systems for crop suggestions have limited scope. These studies have 
often focused exclusively on either vegetables or fruits rather than considering a broader range of agricultural 
options.

•	 The existing scheme has worked on recommending a small number of crops. Furthermore, they have em-
ployed simpler models providing limited performance scores, which requires further exploration to design 
and test new hybrid models for improved accuracy.

The current study aims to provide a robust solution that covers a higher number of crops compared to existing 
studies. Moreover, the objective is to increase the accuracy and robustness of crop recommendations.

Proposed methodology
Despite recent attempts to find solutions, challenges still exist in providing effective crop recommendations. 
The proposed solution aims to address these challenges by developing machine learning models that consider 
vital parameters like N, K, P, rainfall, temperature, humidity, and pH, directly impacting farming. The objective 
is to suggest a broader range of suitable crops for the season, reducing farmers’ difficulties in crop selection 
and ultimately increasing yield. The proposed model recommended the best crops for soil. The integration of 
agriculture and machine learning promises to advance the agriculture field by enhancing optimizing and yield 
resource utilization. The dataset undergoes comprehensive preprocessing, using a training split ratio is 80% 
and a testing ratio is 20%. The workflow of the proposed methodology is given in Figure 1. The methodology 
comprises several phases including collection of data, preprocessing, explorative data analytics, correlation, 
splitting of dataset, employing machine learning models, and crop recommendation.

Phase 1: Dataset collection
Utilizing data from previous years plays a vital role in forecasting current performance. We collect historical 
data13,14 from reliable sources like Kaggle and IEEE Dataport. The dataset was originally collected by the 
Agricultural research stations and weather stations from Islamabad Capital of Pakistan. The dataset incorporates 
information on N, K, and P levels in the soil, alongside temperature and rainfall measurements, elucidating their 
impact on crop growth. This dataset serves as a valuable resource for formulating data-driven recommendations 
to optimize nutrient and environmental conditions, ultimately enhancing crop yield. The dataset contains 2200 
instances. It includes twenty-two different crops: maize, rice, chickpeas, pigeon peas, broad beans, kidney beans, 
mung beans, lentils, pomegranates, black beans, bananas, grapes, watermelon, mangoes, melon, oranges, cotton, 
papaya, apples, coffee coconut, and jute.

Phase 2: Data preprocessing
By using categorical values such as labels in the datasets are managed using the label encoding method. The 
analysis of descriptive features related to the dataset is presented in Table 2. It provides details on attributes, 
attribute types, and their corresponding descriptions15,16.

The dataset has seven features while the 8th attribute is the label of the class which indicates the crop name. 
Each attribute shows different features of the dataset which helps to recommend a specific crop. The ’N’ indicates 
Nitrogen content, ’P’ shows the quantity of Phosphorus, and ’K’ refers to the Potassium content. ’Temperature’ 

Fig. 1.  The methodological infrastructure of our proposed research suggests the best crop.
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shows soil temperature in Fahrenheit, ’Humidity’ is the amount of water content, ’pH’ shows soil’s acidic or 
alkaline level and varies between 5.5 to 6.5 while the ’Rainfall’ feature shows the quantity of rain in mm.

Phase 3: Exploratory data analytics
Exploratory data analytics refers to the process of data analytics, using data sets, graphical representation, and 
content analytics. Feature relationship analytics and data visualization methods contribute to the suggestion 
process of the proposed models. In Table 3 are shown the results of the data analytics process. Special statistics 
calculated mean, standard deviation (std. varies), minimum, 25%, 50%, 75%, and maximum. Inspection shows 
that the file contains 2200 lines of data. This analysis provides insights related to the central tendency of data, its 
distribution, variability, and outliers.

Table 3 provides quantitative information about the dataset concerning standard deviation, minimum values, 
maximum values, etc. Often, such information is useful and can be used to improve the performance of models. 
The mean value indicates the average value of data for each feature while min., and max. values indicate the 
minimum and maximum values for the data given for each feature. Similarly, standard deviation is taken from 
all the data for each feature, and 25%, 50%, and 75% show the first, second, and third quartiles for each feature.

Figure 2 provides a visual comparison of different parameters (nitrogen, phosphorus, potassium). It helps 
understand the relationship between these parameters and the proposed crop, making it easier to make decisions 
such as crop selection and management in agriculture.

In Figure 3 the bar chart visually shows the relationship between three parameters (temperature, humidity, 
and pH) and their impact on crop recommendations. Each bar on the chart shows the average of one of these 
parameters.

In Figure 4the bar chart shows the relationship between one parameter rainfall and their impact on crop 
recommendations. Each bar on the chart shows the average of one rainfall. Exploratory analysis exhibits that 
soil pH, nitrogen, phosphorus, potassium, temperature, and rainfall contents are very important for farmers to 
determine, which kind of crops can be fully grown in soil type17.

Phase 4: Correlation analysis
While designing machine learning models, it is important to select appropriate features for training models 
that are strongly related to the target variable. The chosen features correlation analysis is illustrated in Figure 5, 
indicating that all selected features exhibit a positive correlation with each other. Notably, the K and P features 
exhibit a high correlation of 0.74. This analysis signifies that the features within our research dataset exhibit 
favorable correlation values, making them well-suited for training machine learning models, particularly for 
crop recommendation.

The classification analytics of the bar plot is illustrated in Figure 5. The analytics of different features of the 
collected data. It shows that each feature has a different impact on the crop, demonstrating the importance of 
features in predicting each bar line.

Features Mean values/ per feature Standard deviation Min. values 25% values 50% values 75% values Max. values

N 50.55 36.91 0.00 21.00 37.00 84.25 140.00

P 53.36 32.98 5.00 28.00 51.00 68.00 145.00

K 48.15 50.65 5.00 20.00 32.00 49.00 205.00

Temperature 25.62 5.06 8.83 22.77 25.60 28.56 43.68

Humidity 71.48 22.26 14.26 60.26 80.47 89.95 99.98

pH 6.47 0.77 3.50 5.97 6.43 6.92 9.94

Rainfall 103.46 54.96 20.21 64.55 94.87 124.27 298.56

Table 3.  The soil type dataset features related information.

 

Feature Non-Null Count Data type Description

N 2,200 int64 Contains the Nitrogen.

P 2,200 int64 Contains the Phosphorous

K 2,200 int64 Contains the Potassium

Temperature 2,200 float64 The average soil temperature for biological activity ranges from 50 to 75F.

Humidity 2,200 float64 the total amount of water, including the steam in an unsaturated soil.

pH 2,200 float64 The pH range 5.5 to 6.5 is best for plant growth as the availability of nutrients is ideal.

Rainfall 2,200 float64 A well-balanced rain and proper irrigation can lead to faster-growing plants.

Label 2,200 object Contains different crop names

Table 2.  Analysis of descriptive features in the soil type and weather dataset.
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Phase 5: Dataset splitting
To remove the overfitting of the model and assess the trained models on seen test data, data splitting is employed. 
The data is divided into 2 segments for testing and training using the train-test-split function of the sklearn 
library in Python, with an 80:20 ratio. The model is trained using the larger 80% portion, while a 20% portion of 
the dataset (2200 instances) is used for testing machine learning models’ performance.

Phase 6: Utilized machine learning techniques
This section examines the machine-learning models18–20 employed for best crop recommendations based on 
temperature and rainfall. The working mechanism of machine learning models is described, with a focus on six 
recommended machine learning models in our research study.

Fig. 3.  Variation in temperature, humidity, and pH input analysis with respect to various crops.

 

Fig. 2.  Distribution of N, p, and K input analysis with respect to various crops.
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Extra trees classifier
Similar to random forests, additive tree classifiers are a popular ensemble learning method used in agricultural 
systems to recommend crops based on soil type and precipitation21. This classifier builds multiple decision trees 
using a random subset of the training data and a random subset of the features. An additional tree classifier for 
crop recommendation can be expressed as:

	
Z(x) = frac1T

T∑
t=1

zt(x)� (1)

where Z(x) represents the expected cleanup recommendation for input rows x. Each zt(x) is a decision tree 
trained on a random subset of the training dataset and features. The final prediction is obtained by aggregating 
the predictions of all decision trees, often through majority voting.

Fig. 5.  Evaluation of the relationship between input features within a dataset bee-line correlation analysis.

 

Fig. 4.  The rainfall distribution and various crops.
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Multilayer perceptron
The MLP is a type of artificial neural network commonly used in agricultural systems for crop recommendation 
based on features such as soil type and rainfall22. Here’s the formulation of an MLP for crop recommendation.

Let X represent the input feature matrix, where every row corresponds to a plot of soil, and each column 
represents a specific feature such as soil type, rainfall, temperature, etc. Each row is denoted as xi ∈ Rd, where 
d is the number of features.

Let Y be the corresponding target class variable, indicating the recommended crop for each plot of land. Each 
target class variable is denoted as yi ∈ 0, 1, . . . , C , where C is the number of crop classes.

Decision tree
The DT model has emerged as a forceful tool in agricultural systems for crop recommendation based on soil 
type and rainfall. By leveraging a tree-like structure, the DT model effectively captures the relationships and 
patterns inherent in environmental features, facilitating accurate recommendations for crop selection. Through 
recursive partitioning, the model partitions the dataset into inferior subsets based on specific features, ultimately 
generating decision rules that enable the classification of plots of land as suitable for cultivating certain crops23.

Consider a dataset S  comprising M instances representing plots of soil, each characterized by a rest of 
features Xj , and labeled suitable (Yj = 0) or unsuitable (Yj = 1) for a particular crop. The objective is to build 
a DT model to classify landing instances of soil plots. At each decision tree node, the optimal splitting criterion 
needs to be determined. Gini impurity is one commonly used measure, denoted as

	
Gini(G ) = 1 −

C−1∑
b=0

(
|Gb|
|G |

)2

� (2)

where, C shows the number of classes, Gb denotes the subset of rows inclusion to class b, and |G | indicates the 
total number of rows in G .

Logistic regression
LR24,25 models are widely used in agricultural systems to recommend crops based on environmental factors like 
rainfall and soil type. LR models excel at binary classification tasks, accurately recommending crops that are 
suitable or unsuitable for cultivation based on input data.

In the context of crop recommendations, let us denote by X the characteristics of a particular piece of 
land, including soil type, precipitation, temperature, and other environmental variables. The binary variable Y 
indicates whether a particular crop is recommended to be grown in a particular region.

The LR model imagines an unbending relationship between traits and the likelihood of recommending a 
particular crop.

	
log

(
L(y = 1 | x)

1 − L(y = 1 | x)

)
� (3)

Random forest
The RF algorithm has obtained significant interest and adulation in agricultural systems for crop 
recommendations based on soil type and precipitation26,27..The ensemble learning method has shown optimistic 
accuracy in efficiently processing complex agricultural data. Combining the DT model RF effectively captures 
the patterns, relationships, and correlations in environmental characteristics to accurately recommend crops 
suitable for cultivation. X shows the feature matrix as input. Here, every row consists of a piece of land and 
every column shows a specific characteristic such as soil type, precipitation, temperature, etc. Every instance is 
indicated by Xj ∈ Rf . Where f is the number of objects. The corresponding target variable is shown with Y to 
the recommended crop for each land. Every target variable is indicated by Yj ∈ {0; 1; ldots; B}. In which B is 
the number of crop information.

RF models comprise a decision tree T, denoted rt(x). Here t = 1; 2; ldots; A. Every decision tree is trained 
to use a randomly selected subset of the agricultural dataset. The RF model integrates the prediction from all 
using the decision trees to predict the recommended crop for a new piece of land, denoted x. A majority vote 
obtains the final recommendation, and the recommended crop in which the mentioned target class collective 
mostly votes beyond all decision trees. RF model for crop recommendation is indicated as follows.

	
K(x) = frac1R

R∑
j=1

hj(x)� (4)

where K(x) shows the expected cleanup recommendation for input instance x.

Extreme gradient boosting classifier
XGBoost classifier is an algorithm of machine learning widely used in agricultural systems for crop 
recommendation placed on soil type and weather. Renowned for its efficiency, speed, and accuracy, XGBoost 
belongs to the boosting algorithm family28. The XGBoost algorithm iteratively constructs decision trees, with 
each subsequent tree aiming to rectify the errors of its predecessors. It amalgamates the prediction of numerous 
weary learners (individual DT) to produce the final recommendation.
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The formulation for the crop recommendation problem using XGBoost can be expressed as follows:

	
Target =

m∑
j=1

Loss(Ŷj , Yj) + λ

P∑
p=1

Ω(fp)� (5)

where:

•	 Loss(Ŷj , Yj) signifies the inconsistency between the predicted values (Ŷj) and the actual values (Yj) and 
measures the prediction error.

•	 Ω(fp) represents the complexity penalty term applied to each decision tree (fp), penalizing the model’s com-
plexity.

•	 P indicated the total number of trees in the novel ensemble.
•	 λ serves as a regularization parameter, governing the trade-off between minimizing the prediction error and 

controlling the model’s complexity.

Phase 7: Fine-Tuning hyperparameters for models
To promote the performance of machine learning models, a systematic hyperparameter tuning process is 
implemented. To ensure the best recommendations, we use the iterative method a k-fold cross-validation 
process, to determine the optimal hyperparameters which divides the data into training, validation, and testing. 
Table 4lists the hyperparameters selected for the proposed method. The results of the analysis show that the 
negative agreement we identified was successful in accepting crops and achieved good performance29.

The primary reason for choosing systematic hyperparameter tuning for the proposed model was due to its 
complex architecture, which made it challenging to apply automated tuning methods effectively. We selected a 
manual, systematic approach to carefully explore and control the hyperparameters, such as learning rate, batch 
size, and number of hidden layers, before training the model.

The systematic tuning was guided by domain knowledge and iterative testing, allowing us to make informed 
decisions with relatively lower computational overhead. This approach helped us manage computational 
resources effectively by avoiding exhaustive searches or high-dimensional parameter spaces. Additionally, 
while there are many sophisticated hyperparameter tuning methods, such as grid search, random search, or 
Bayesian optimization, they can be computationally expensive. Since our primary goal was to establish a baseline 
performance, systematic tuning was a practical first step.

Phase 8: Proposed ensemble model
To improve decision-making by learning features, an ensemble model RFXG was implemented, combining more 
than one architecture, Like an RF and XGB model, and making an RFXG ensemble model. The experiments 
showed that RF and XGB performed well when we trained RF and XGB individually, so we combined RF and 
XGB to yield better results.

Combinations of RF and XGB were employed to model soil and weather parameters from the dataset using 
the hard-voting technique. We describe the operational rules of the implemented machine learning techniques 
ETC, MLP, DT, RF, XGB, and LR and introduce the ensemble model RFXG. Rather than encompassing all 
machine learning models, we strategically choose six benchmark models to represent various categories. These 
models encompass ETC for randomized decision trees, RF for ensemble learning, LR for binary classification, 
XGB for boosting ensemble, MLP for neural network-based learning, and DT for hierarchical classification. This 
selection aims to provide a comprehensive analysis, training each algorithm individually with the soil type data 
and evaluating their accuracy for comparison with the proposed ensemble learning model RFXG.

The RFXG model is proposed to improve prediction accuracy by accounting for data differences during 
model training. It combines RF and XGB algorithms using the advantages of simplicity, low data quality, and 
fast implementation. Unlike traditional methods, RFXG dynamically evaluates the importance of new data 
based on their similarity to the training context, without the need for an index. By integrating new machine 
learning technology in Figure 6. It combines the expression function of two algorithms to provide a unique 
hyperplane fusion. This method is capable of solving the overfitting problem and optimizing the dataset. RFXG’s 
architecture facilitates direct application to new data based on machine learning training and testing procedures. 
Although the principle remains the same, tuning the hyperparameters that make up the algorithm can improve 
the performance of different data sets.

The ensemble model combines RF and XGB based on the following points:

Model Hyperparameters

ETC min_samples_split=2, max_depth=6, n_estimators=7, random_state=0

MLP max_iter=100, hidden_layer_sizes=10, random_state=0

RF max_depth=9, n_estimators=2, min_samples_split=9

DT max_depth=4, min_samples_leaf=4, Criterion=’entropy’, min_samples_split=70, random_state=0

LR solver=’lbfgs’, multi_class=’auto’, random_state=0, C=1.0, max_iter=10

XGB random_state=0, n_estimators=6, max_depth=2, learning_rate=0.1

Table 4.  Optimal hyperparameters for machine learning models for crop suggestion.
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•	 When analyzing the existing literature, tree-based models like RF and XGB are found to produce good per-
formance for crop recommendations and similar tasks.

•	 Their ensemble makes sense because RF’s ability to handle high-dimensional data and feature interactions 
when combined with XGB’s efficiency in handling large datasets and its robustness to outliers can provide 
better results than using an ensemble of other models.

•	 Preliminary experiments showed that RF and XGB performed well as stand-alone models leading to joining 
them for better accuracy.

•	 When combined, RF and XGB have improved feature representation due to RF’s feature importance and 
XGB’s feature interaction.

•	 RF’s ensemble approach and XGB’s regularization can provide enhanced robustness.
•	 Better handling of non-linear relationships is possible using RF’s decision trees and XGB’s gradient-boosting 

approach.

The dataset consisted of twenty-two different crops, turning it into a multi-classification task. Crop suitability, 
in this context. These conditions encompass various factors such as soil properties, climate, temperature, 
precipitation, and sunlight11. Recommending the best suitable crop using soil factors and environmental 
conditions empowers farmers to select the most suitable increasing productivity and improving resource 
utilization.

Results and discussions
This section presents the analysis of experimental findings and evaluations. The comparative assessment 
of machine learning techniques is validated using performance metrics like Accuracy, recall, precision, and 
F1. These classification metrics are scrutinized through mathematical notations and computed scores for the 
employed learning techniques.

Experimental setup
This section outlines the experimental setup employed to develop machine learning techniques. The research 
utilizes the Python 3 programming tool for data analysis, model building, and evaluations. The Scikit-learn 
library module is employed for machine learning model construction and testing. TensorFlow and Keras 
library modules are utilized for building and testing machine learning models. The online Google Colab used 
for conducted research is in30 frame in GPU settings. Using a backend equipped with 8GB of RAM to make a 
high-performance GPU. The experiments utilized a computational framework with a PC system an intel(R) 
Core(TM)i5 6300U, 2.40GHz, 2.50GHz CPU, and an HP processor.

Evaluation parameters
The machine learning algorithms for classification, including our innovative RFXG approach, are employed 
to suggest the best crop. The training process involves teaching these methods using specific data, allowing 
the model to grasp the data patterns and make predictions. The effectiveness of the machine-learning scheme 
is commonly determined using metrics metrics like accuracy, F1 score, precision, and recall. These metrics 
quantify different aspects of model performance, including the correctness of predictions, the strength to 
determine positive instances exactly, and the balance between recall and precision.

Accuracy represents the total integer of correct suggestions from the prediction model across all predictions. 
The formula is

	
Accuracy = T P R + T NR

T P R + F P R + T NR + F NR
� (6)

where TPR is a true positive, indicating our predictive model is correct, FPR is a negative number the positive 
model is incorrect, and TNR is negative. The value indicating a positively identified Pattern predicts a negative 
sample and the FNR is the negative value representing an incorrectly identified negative sample31.

Fig. 6.  Ensemble machine learning model RFXG.
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Precision is the ratio of the algorithm exactly predicted by the model to the overall required data quality. The 
formula is

	
P recision = T P R

T P R + F P R
� (7)

Recall shows the preciseness of the model and using the formula is

	
Recall = T P R

T P R + F NR
� (8)

F1 performance measures are based on the combination of recall and accuracy and are evaluated as the 
relationship between recall and accuracy. The F1 score equation is

	
F 1 = 2 × P × R

P + R
� (9)

where P indicates precision, and R shows the recall.

Results of applied models
Table 5 shows the classification report of each machine learning model. ETC achieves 88% precision, 88% recall, 
and 87% F1 results. MLP has an accuracy of 41%, 52% is a recall rate, and an F1 score is 43%. RF achieves 96% 
precision, 96% recall, and 96% F1 accuracy. DT achieved 59% precision, 72% recall, and 63% F1 accuracy. LR 
achieves 88% precision, 89% recall, and 88% F1 accuracy. XGB has an accuracy is 96%, 96% is the recall rate, and 
96% is the F1 score. RFXG concept achieves 98% accuracy, precision, recall, and F1 scoring.

In summary, RFXG consistently outperformed other models in predicting crop yield for all crop parameters 
analyzed based on N, K, P, precipitation, humidity, temperature, and pH notes. The RFXG consistently 
demonstrates good accuracy, precision, repeatability, and F1 scores compared to other models. This comparison 
shows that RFXG is better than existing ML models for existing datasets.

Figure 7 compares the accuracy scores of different machine learning techniques. The analysis reveals that 
our proposed approach attains a notable accuracy score of 98%, surpassing other techniques. Additionally, the 
RF and XGB techniques exhibit commendable accuracy scores. In contrast, the ET Classifier, DT Classifier, LR 
and MLP Classifier models achieve the lowest accuracy score of 51%. This comparison highlights the superior 
performance of our proposed approach.

Fig. 7.  Classifiers’ performance of all machine learning models by employing various metrics and the accuracy 
score.

 

Model Precision F1 Recall

ETC 0.88 0.87 0.88

MLP 0.41 0.43 0.52

RF 0.96 0.96 0.96

DT 0.59 0.63 0.72

LR 0.88 0.88 0.89

XGB 0.96 0.96 0.96

Proposed RFXG 0.98 0.98 0.98

Table 5.  Accuracy for all machine learning models.
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Class-wise results of the proposed approach
In this portion, the accuracy of our newly proposed novel scheme RFXG is examined. Figure 8 shows the 
performance measurements. The results showed that the machine learning technique called RFXG achieved a 
good score of 0.98. Additionally, the performance of each class shows the best score. Papaya stood out with the 
lowest score of 0.90, and other crops highest score than papaya. In summary, the use of the new RFXG model has 
proven to be the best way to deliver the promise.

Cross-Validation analysis
In Table 6, the accuracy of 10 cross-validations K-fold for employed machine learning techniques is shown. The 
purpose of cross-validation is to analyze the performance of models for each where the models are trained on 
k-1 folds and tested on one fold. Cross-validation helps reduce the probability of model overfitting by training 
the model on multiple folds. Consequently, the model can generalized better and provide more robust results.

The cross-validation analysis classifies the accuracy of every applied algorithm. For this purpose, 10-fold 
cross-validation is applied for all the models. The outcome reveals that the LR model achieves an accuracy score 
of 0.86 with 10-fold, followed by DT, MPL, and ETC especially, the proposed RFXG technique attains a higher 
0.98 accuracy. Overall, the study confirmed the good performance and generalization potential of each of the 
methods used for crop recommendation based on numerical soil data32.

Crop recommendation with proposed approach
Using environmental and soil data to the initially trained for the proposed technique. Subsequently, based on 
the current year’s weather and soil type data, the model suggests the best crop. The valued characteristics of sole 
crops are then compared with crop expectations for the particular area. If the soil type meets the criteria, the 
crop is recommended. The model, when comparing crops with the same harvesting period, recommends the 
most suitable crops for the specific location shown in Table 7.

Model Accuracy score Standard Deviation (±)

ETC 0.8827 0.0187

MLP 0.5350 0.0354

DT 0.6414 0.0253

RF 0.9595 0.0158

LR 0.8600 0.0250

XGB 0.9577 0.0169

RFXG 0.9810 0.0119

Table 6.  Performance validations for machine learning models and proposed RFXG model.

 

Fig. 8.  Evaluation report on the classification performance of the proposed RFXG model for all classes.
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Comparison of proposed approach with state-of-the-art research
The results of the proposed approach are compared with the other leading studies, and the results are presented 
in Table 8. In this study, we introduced a novel ensemble model and implemented machine learning models 
including the ETC, MLP, RF, DT, LR, and XGB, which were applied to the obtained dataset. The assessment of 
comparative performance includes metrics like precision, accuracy, F1, and recall. The findings indicate that the 
novel approach outperforms the other state-of-the-art models, getting an impressive accuracy of 98%.

Discussion and limitations
This research proposes an ensemble approach for crop recommendation based on soil properties data. The 
proposed ensemble learning approach called RFXG, combines RF and XGB models to suggest the best crop out 
of twenty-two major crops with respect to various soil properties such as N, K, pH, humidity, etc. The model 
outperforms other stand-alone models concerning accuracy, robustness, and cross-validation results. Similarly, 
it shows better performance compared to models from existing studies.

Despite its excellent performance, the proposed approach has several limitations. One limitation is the 
complex architecture of the proposed ensemble model, which may increase computational cost. Additionally, 
the 98% accuracy of the proposed approach may further need to be increased. Transfer learning models may 
be integrated with the proposed approach to fill this gap. Current experiments were carried out on a balanced 
dataset and showed good performance. However, the model needs to be tested on the imbalanced dataset to 
analyze its behavior.

Conclusion and future work
In this study, we aim to design an ensemble model to recommend suitable crops given the characteristics of soil, 
expected rain, and temperature information. The initial analysis involved the application of six well-established 
classical machine learning algorithms and hyperparameter optimization to achieve the best results. Further, 
we developed the ensemble model RFXG, combining two models RF and XGB. A comprehensive analysis was 
performed to estimate the performance of our novel proposed model in comparison to the six classical models. 
The result exhibited that RFXG achieved the best values for precision, F1-score, and recall of up to 98%. These 
results indicate the potential of the proposed models to identify the best crop that can significantly improve 
crop management practices. Additionally, our research study reaffirmed the importance of rainfall, K, P, N, pH, 
precipitation, and temperature as crucial factors influencing crop growth, yield, and productivity, aligning with 
findings from existing literature. In the future, we aim to design deep learning and machine learning models to 
predict crop yield to better estimate the benefits of selecting a particular crop.

Data availability
The datasets can be requested from Hadeeqa Afzal.
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Reference Techniques Performance
3 Multiple Linear Regression (MLR), LSTM with feature engineering 86.3%
33 machine ensemble method (KRR) MSE= 0.016, R2=0.99
34 ARMA, SAR IMA, ARMA with exogenous variables compared, selecting the best for predicting rainfall and temperature fuzzy logic model for crop yield prediction
35 MapReduce and K-means clustering provides a mean result on the data.

Proposed Ensemble model RFXG 98%

Table 8.  Comparative analysis of the proposed research approach with other studies.

 

N P K Temperature (◦C) humidity (%rh) pH Rainfall (MM) Crop Recommended

90 42 43 20.879 82.002 6.502 202.935 Rice

107 34 32 26.774 66.413 6.780 177.774 Coffee

73 58 21 19.972 57.682 6.596 60.651 Maize

14 67 22 23.825 24.754 5.624 84.641 Kidneybeans

26 11 11 13.703 90.955 7.609 106.294 Orange

78 58 44 26.800 80.886 5.108 284.436 Rice

31 29 35 27.187 92.199 6.137 141.322 Coconut

Table 7.  Crop recommendation based on soil and weather parameters.
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