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G o W N

Abstract: Lumbar spine stenosis (LSS) is caused by low back pain that exerts pressure on the nerves
in the spine. Detecting LSS is a significantly important yet difficult task. It is detected by analyzing
the area of the anteroposterior diameter of the patient’s lumbar spine. Currently, the versatility and
accuracy of LSS segmentation algorithms are limited. The objective of this research is to use magnetic
resonance imaging (MRI) to automatically categorize LSS. This study presents a convolutional neural
network (CNN)-based method to detect LSS using MRI images. Radiological grading is performed
on a publicly available dataset. Four regions of interest (ROIs) are determined to diagnose LSS with
normal, mild, moderate, and severe gradings. The experiments are performed on 1545 axial-view
MRI images. Furthermore, two datasets—multi-ROI and single-ROI—are created. For training and
testing, an 80:20 ratio of randomly selected labeled datasets is used, with fivefold cross-validation.
The results of the proposed model reveal a 97.01% accuracy for multi-ROI and 97.71% accuracy for
single-ROL. The proposed computer-aided diagnosis approach can significantly improve diagnostic
accuracy in everyday clinical workflows to assist medical experts in decision making. The proposed
CNN-based MRI image segmentation approach shows its efficacy on a variety of datasets. Results
are compared to existing state-of-the-art studies, indicating the superior performance of the proposed
approach.

Keywords: lumbar spine stenosis; magnetic resonance imaging; deep learning; image processing

1. Introduction

Lumbar spine stenosis (LSS) is a severe back pain disease caused by a degenerative
process that compresses the spinal cord and exiting nerve roots, also known as central and
foraminal or lateral stenosis [1]. The lumbar contains five vertebrae labeled L1 to L5, the
different areas of which may be affected by chronic low back pain (CLBP). CLBP can be
caused by a number of factors, including fractures, lumbar disc degeneration, lumbar disc
herniation, or infection of the nerve roots. Any of the factors listed above might lead to LSS;
however, CLBP is a general term used to define the LSS cause [2]. CLBP negatively affects
the health of millions of people around the globe, severely disturbing and employment,
personal, and social lives [3]. According to statistics reported in [4], 50% to 80% of adults
experience LBP at some point in their lives, representing the most prevalent illness in the
world.

CLBP is a frequent consequence of a less serious but acute type of LBP. If the underlying
cause is significant and ignored, LBP can develop from acute to chronic status [5]. Acute
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back pain lasts for a few days to weeks and can be resolved by self-care, as it can last
for 12 weeks or longer [6]. According to a National Health Service (NHS) study of the
economic impact of CLBP in the United Kingdom (UK) [7], the probability of a patient’s
rehabilitation success is primarily based on a timely diagnosis of the LBP cause. Verbiest [8]
proposed the term neurogenic claudication to characterize the symptoms that individuals
with CLBP experience. Numbness, coldness, burning, and cramping are a few symptoms
of the ailment. LBP might begin in the buttocks and extend to the thigh and leg. LSS is a
narrowing of the spinal column or vertebral foramina that puts pressure on the thecal sac
and posterior nerve roots, either directly or indirectly [9].

An LSS diagnosis is usually carried out utilizing imaging modalities including magnetic
resonance imaging (MRI), radiographic myelography (RM) scans, and intravascular ultra-
sound (IVUS). X-rays can only show the bony part of the spine; soft tissue structures such as
the intervertebral discs, muscles around the spine, spinal cord, and spinal nerves cannot be
directly evaluated by X-rays alone. MRI produces multiple images of different views that can
help provide clearer pictures for the doctor to analyze. Another approach for computer-aided
medical diagnosis is the use of IVUS images, which has been well recognized as a powerful
imaging technique to evaluate stenosis inside the coronary arteries. These approaches can not
only relieve the burden on radiologists but also increase the certainty of a precise diagnosis.
MRI is much more common [10] in hospitals than other imaging modalities such as RM and
IVUS. MRI is more ubiquitous, since it is the only technique for back pain diagnosis [11], while
RM detects the most challenging cases of LSS. A lumbar spine MRI of a patient can be viewed
in two ways: from a sagittal (side) or axial (top-down) view [12].

A major source of concern is the fact that in the previous decade, there has been a
significant shortage of neuroradiologists [13]. As a result, early disease detection may not
always be achievable, since diagnosis may take several weeks due to the need to obtain
a referral and the time it takes to see a medical specialist and perform medical scans and
analysis. A report from the Royal College of Radiologists [14] showed that three-quarters of
UK medical imaging departments lack radiology specialists to provide healthcare services,
resulting in increased spending on outsourcing, overtime, and expert doctors to substitute
radiologist duties each year. Since 1995, the demand for radiographic imaging, including
MRI and computed tomography (CT) scans, has increased at an average annual rate of
12.3%. As a result, improved methods for computer-aided diagnosis (CAD) systems are
required to extract diagnostic results from MRI and other modalities. Due to a lack of
time to study a case, a radiologist may overlook a disease that a CAD system may detect.
This insight drives us to improve the efficiency and effectiveness of automated lumbar
abnormality detection systems.

Artificial-intelligence-based approaches have achieved great success in different do-
mains, like image processing, image segmentation, text analysis, etc. [15,16]. In particular,
medical image analysis, disease prognosis and detection, and medical data analysis have
witnessed a great deal of success using such methods [17-19]. Machine learning and deep
learning models have been widely adopted for disease detection and prediction. Several
CAD approaches have been presented in the past few years for LSS diagnosis [20-22].
These studies show that convolutional neural networks (CNNs), which are particularly
good at processing image data, show promising results for LSS detection. CNN models
are widely applied in combination with medical imaging modalities such as MRI and CT,
with a high success rate. However, current LSS detection models suffer from low accuracy
and require further investigation and improvement. In this regard, this study makes the
following contributions.

¢  This study aims to automatically diagnose the types of foraminal LSS by analyzing
axial MRI images. In this regard, a custom CNN architecture is proposed.

e  For automated spine labeling and foraminal stenosis grading, this method is trained
using large-scale data.

*  Multi-input data are generated for single-region and multiregion LSS classification.
Multiregion data include normal, mild, moderate, and severe classes.
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*  Assessment of the proposed model is carried out using quantitative and qualitative
methods on a publicly available MRI dataset. Afterward, the results are compared to
those of existing approaches.

In this study, Section 2 presents the proposed approach, a description of the dataset
used in this study, and the details of the proposed CNN model. Experimental results and
discussions are presented in Section 3. Conclusions are presented in Section 4.

2. Materials and Methods

This section describes the proposed approach for lumbar spine stenosis detection, the
proposed CNN model used for experiments, the dataset used in the study, and performance
evaluation metrics.

2.1. Overview of Proposed System

The proposed system uses a deep learning approach for feature extraction that classi-
fies the foraminal or lateral stenosis into normal, mild, moderate, and severe spine stenosis
using a CNN, as presented in Figure 1. Several image preprocessing techniques are also
used to improve the model’s performance.
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Figure 1. Flow chart of a standard CAD system for diagnosis of lumbar spine stenosis.

2.1.1. Description of Lumbar Spine MR Image Dataset

The dataset [23] used in this study is associated with a clinical study of 515 patients
suffering from back pain symptoms. The data were collected and analyzed by experienced
radiologists and contain notes regarding the analyzed characteristics and conditions of the
lower back, as well as the presence of disease. The data of each patient data are associated
with one or more MRI studies. Each study contains slices (i.e., individual images taken
from a either sagittal or axial view) of the lowest three vertebrae and the three lowest IVDs.
The axial view slices are mainly taken from these last three IVDs. In most cases, the total
number of slices in the axial view ranges from 12 to 15 [10]. The best images were extracted
from the three lowest vertebrae in the axial view of IVDs, like L3-D3, L4-D4, and L5-D5.
The image resolution is 320 x 320 pixels. Image pixels have a precision of 12 bits per pixel,
but grayscale pixels have a precision of 8 bits per pixel, which is greater. Further grading
was performed by an expert radiologist based on the clinical notes provided within the
dataset; MRI lumbar spine stenosis scans were evaluated as normal, mild, moderate, or
severe. This evaluation was based on the observer’s characteristics, as well as the condition
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of the lumbar spine and the presence of disease, such as bone marrow disease, endplate
degeneration, IVD bulges, TS compression, central vs. FS, annular tears, scoliosis, endplate
defects, facet joint, and ligamentum flavum hypertrophy and spondylosis.

2.1.2. Region of Interest Extraction

To extract the desired region, a unique identification (ID) was allocated to each region,
such as 1 (IVD), 2 (PE), 3 (TS), and 4 (AAP), as described in [9]. These regions were extracted
by their associated IDs. Two datasets were created from a single dataset, each with a distinct
region based on its ID. In the first dataset, IVD, PE, AAP, and TS were chosen, whereas, in
the second dataset, only single-ROI (AAP) was extracted. LSS causes AAP compression,
which puts pressure on the central spinal canal or nerve roots because stenosis can occur
anywhere along the AAP. A general practitioner primarily evaluates three distances in the
AAP to diagnose LSS: the AAP diameter and the left and right foramen widths.

2.1.3. MR Image Cropping

Cropping a significant ROI of each image is a method used as a processing step for
image data with both height and width dimensions. Additionally, random cropping is used
to minimize the size of the input. The computation time is heavily influenced by the image
resolution. The resolution of the available dataset is 320 x 320 pixels. The images were
cropped with a resolution of 240 x 240 pixels. Despite the lack of considerable difference
in image size, the computing time was significantly impacted by the reduced size. The
primary images were cropped to a uniform image while maintaining their aspect ratio.

2.1.4. Dataset Augmentation Techniques

Deep learning models require large datasets to reduce the possibilities of overfitting
and provide better results [24,25]. Medical image analysis domains, on the other hand,
do not have access to such big datasets. Consequently, depending on the need to expand
the amount of data, different augmentation techniques have been used in the existing
literature [26-28]. In this study, the size of the training dataset was increased using these
techniques.

The left, right, top, or bottom translation of images is chosen to prevent positional bias
in the data while maintaining the image dimensions. Translation was used on the training
dataset, whereas the testing dataset was solely made up of the original images. Zoom
augmentation casually enlarges the image and adds new pixel values to the surrounding
area. The zoom range is [1 — value, 1 + value], which means that if the range is 0.9 to 0.7,
the image is 90 to 70% zoomed-in, and if the range is 1.1 to 1.3, the image is 110 to 130%
zoomed-out. For random rotation augmentation, the images are rotated right or left on an
axis of 1° to 359°. The rotation degree parameter, which is set between 1 and 20 or —1 to
—20, has a remarkable effect on the safety of rotation augmentations.

2.1.5. Architecture of the Proposed CNN Model

CNN is the most well-known and widely used type of algorithm in the field of
deep learning, particularly for image processing [29-32]. A CNN automatically finds
significant features without the need for human intervention. A CNN is a multilayered
model with several convolution layers leading to subsampling (pooling) layers and fully
connected layers at the end. Figure 2 shows the architecture of the proposed CNN for
image categorization.
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Figure 2. CNN architecture for image classification.

The first layer of the proposed architecture is a convolution layer that detects and
extracts patterns and features from an input image. It keeps the pixels together by learning
image patterns via small squares of input data. In a CNN model, the input (x) of each layer
is structured in three aspects: height, width, and depth (or m x m X r), where the height
(m) equals the width of 240 x 240 pixels. The channel number is another term for depth.
The depth (r) of a grayscale image is set as 1. Each convolutional layer comprises a number
of feature maps (filters) that are designated by k, with three dimensions (1 x n x g), related
to the input image.

Filters learn patterns such as edge detection, texture, corners, blur, and sharpening.
In the next step, the stride shifts the number of pixels per step on the input matrix. Here,
the stride (1,1) passes the filters as 1 pixel gradually. The model padding parameter is set
as ‘same’. If the filter occasionally does not fit well with the input image, then there is the
choice of padding so that it fits according to the requirement; otherwise valid padding
drops, are used for the part where it does not fit perfectly.

The convolution and pooling layer is accountable for reducing the spatial size of the
features convolved by applying a filter that also decreases the computational requirement
to process the data by reducing dimensionality. Furthermore, it is useful for extracting
features, since augmentation techniques are applied to data that have been rotated and
shifted around without losing information. Furthermore, it maintains the process of efficient
model training. The rectified linear unit (ReLU) activation function is utilized to map the
input to the output. ReLU is the most-often-used function in the CNN context, since it
reduces the model’s computational complexity.

In a fully connected layer that is located at the end of the CNN architecture, the matrix
is turned into a vector, similar to a neural network. We linked these features together to
form a model, since each neuron in the input layer is connected to the neurons in the output
layer. Ultimately, we used a softmax activation function to categorize the outputs as normal,
mild, moderate, or severe. Complete architectural details of the proposed CNN model are
presented in Table 1.
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Table 1. Summary of the proposed CNN model.

Layer Feature Map Filter Strides Padding Activation
Convolution 32 3x3 1x1 Same ReLU
Max Pooling 32 2x2 - Same Relu
Convolution 64 3x3 1x1 Same ReLU
Max Pooling 64 2x2 - Same Relu
Convolution 128 3x3 1x1 Same ReLU
Max Pooling 128 2x2 - Same Relu
Convolution 256 3x3 1x1 Same ReLU
Max Pooling 256 2x2 - Same Relu
Convolution 512 3x3 1x1 Same ReLU
Max Pooling 512 2x2 - Same ReLU

Fully Connected 256 - - - RelLU
Fully Connected 256 - - - ReLU
Fully Connected 256 - - - RelLU
Fully Connected 128 - - - ReLU
Fully Connected 4 - - - Softmax

2.2. Performance Evaluation

A range of evaluation criteria was employed to examine how well the model per-
formed on augmented and non-augmented datasets with varied data values. These mea-
sures include class-specific metrics, as well as performance metrics, like accuracy, precision,
sensitivity, and F1 score, which provide us with specific values to compare the algorithm
efficiently. The following equations were used for these metrics:

Accuracy = TP+ TN €))
Y= TPY¥TN T FP+FN
.. TP
Precision = TP+ FDP 2)
TP

Precision * Recall
Fl score = 2 Precision + Recall @)

where TP, TN, FP, and FN refer to true positive, true negative, false positive, and false
negative, respectively.

3. Results, Analysis, and Discussion

This section provides details of the experimental setup, results of the proposed ap-
proach, and discussions of the results.

3.1. Experimental Setup

The proposed model was evaluated on a system with a Windows 10 operating system,
8 GB of RAM, and a Core i5 (3.6 GHz) CPU. Google Colab Pro was acquired with 38 GB
of RAM and TPU processing. Python programming was utilized for experiments. The
training took an average of 810 s (3 s/steps) for each image.
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3.2. Data Preparation

The initial step in using deep learning models is to prepare the training data for
the classifiers. The deep learning approach is tremendously data-hungry because it also
incorporates representation learning [33]. Multi-ROI and single-ROI training datasets were
employed in our experiment. The first mask shown in Figure 3, contained IVD, PE, and
TS, but the second mask only included the AAP region, so stenosis diagnosis could be
performed after measuring this region.

Figure 3. Four-class manual segmentation mask.

To improve model performance, training was performed using various augmented
sets of data including 5 k, 10 k, and 12.5 k, and testing was performed on 330 labeled
images. The training was carried out using an 80:20 ratio; the classifier was trained on 80%
and tested on 20% of the data. The training and testing ratio was chosen randomly, which
was found to be most effective in prior research [10].

The model takes modest steps to reduce the negative gradient of the loss function,
which is specified as the categorical cross-entropy probability distribution of each class.
The learning rate parameter, which is 0.001, alters the step size, and the Adam optimizer is
utilized. In the 12.5 k dataset, the batch size utilized for training was 256 per image, for a
total of 34 epochs. A batch size of 128 with 34 epochs was applied in the 10 k dataset, with
a batch size of 64 with 200 epochs in the case of the 5 k dataset.

The proposed model outperformed the compared models because its pruning neural
networks reduced computational complexity and training inputs to some extent. The model
was trained using 34 epochs instead of 100 epochs with a GPU, as the model took less than
12 h to complete the training process and produce the results, whereas prior models [34]
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Training and validation accuracy

took two or more days to complete the training process. After these epochs, the model
showed no improvement in performance.

3.3. Results Using 12.5 K Dataset

Plots of the model’s training and testing accuracy plot are shown in Figure 4; the
model was trained for 34 epochs for both multi-ROI and single-ROI datasets. The model
learns rapidly as training data are fed into it, and the training curve steadily increases
until all epochs are completed. As epochs increase, the validation accuracy is increased in
lockstep with the training accuracy curve. To compute model loss from the plot, the model
travels through the same epochs. The model’s validation loss is significant at the start of
the epochs, but as the number of epochs increases, the loss decreases.

Training and validation loss

10
—— Taining acc —— Taining loss
09 —— \alidation acc 12 —— Validation loss
1a
0.8
= 0a
07
§ = 06
0.6
0.4
05
0.2
04
0 5 10 15 20 25 30 0 5 10 15 20 25 30
epoch epoch
(a) (b)
Training and validation accuracy Training and validation loss
10 —— Taining loss
12 —— \Validation loss
09
10
0.8
= 0.8
g 07 g
§ = 06
06
0.4
0.5
— Training acc 02
0.4 = Validation acc
T T T T T T T 0.0 T T T T T T T
o 5 10 15 20 23 30 0 5 10 15 20 5 0
epoch epoch
(0) (d)

Figure 4. Training and validation loss and accuracy with 12.5 k data samples. (a) Training and
validation accuracy for multi-ROI dataset. (b) Training and validation loss for multi-ROI dataset.
(c) Training and validation accuracy for single-ROI dataset. (d) Training and validation loss for
single-ROI dataset.

Table 2 demonstrates multi-ROI and single-ROI classification reports of classes using
the CNN, with precision of 0.94, recall of 0.92, and F1 score of 0.93 for the mild class.
Precision and recall for the moderate class are 0.96 and 0.98, respectively. Precision for
the normal class is recorded as 1.00. The average multiclass accuracy of the model for the
multi-ROI dataset is 0.97. The macro average and weighed average were also calculated for
precision, recall, and F1 score as 0.97 each for multi-ROI data.

The other half of Table 2 shows precision and recall values of 0.96 for the moderate
class and precision of 0.97 for the normal class. The F1 score and recall for the normal class
and F1 score for severe class are both 0.98. For the mild class, the precision, recall, and F1
score are each 0.99. The overall accuracy score of the model for all single-ROI is 0.97.
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Table 2. Comparative results of multi-ROI and single-ROI with 12.5 k data.

ROI Type Accuracy Class Precision Recall F1 Score

Normal 1.00 0.99 0.99

Mild 0.94 0.92 0.93

) Moderate 0.96 0.98 0.97
Multi-ROI dataset 0.97

Severe 0.97 0.97 0.97

Macro avg. 0.97 0.96 0.96

Weighted avg. 0.97 0.97 0.97

Normal 0.97 0.99 0.98

Mild 0.99 0.99 0.99

. Moderate 0.96 0.96 0.96
Single-ROI dataset 0.98

Severe 0.99 0.98 0.98

Macro avg. 0.98 0.98 0.98

Weighted avg. 0.98 0.98 0.98

3.4. Results Using 10 K Dataset

The CNN accuracy plot in Figure 5 shows the training process of the model for
34 epochs for both the multi-ROI and single-ROI datasets. The model learns gradually
as training progresses, although its accuracy graphs in both datasets exhibit variance
towards the conclusion. Multi-ROI data training and validation accuracy fluctuate,
whereas the accuracy of single-ROI training and validation increases steadily as the
number of epochs increases. The model traverses the same epochs to compute model
loss from the plot. The validation loss of the model was initially substantial, but as the
number of epochs increased, the quantity of loss dropped. The results of the proposed
model are varied in comparison to previously reported results.

Training and validation accuracy Training and validation loss
—— Training acc 12 —— Training loss
09 { = Validation acc — Validation loss
10
0.8
iy 0.8
B 07 "
g B
(T
o 0.6
04
05
04 02
0 5 10 15 0 b1 n 0 M m 15 20 x5 0
epoch epoch
(a) (b)

Figure 5. Cont.
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Figure 5. Training and validation loss and accuracy for grading of LSS with 10 k data samples.
(a) Training and validation accuracy for multi-ROI dataset. (b) Training and validation loss for multi-
ROI dataset. (c) Training and validation accuracy for single-ROI dataset. (d) Training and validation
loss for single-ROI dataset.

Table 3 displays multi-ROI and single-ROI classification reports of classes using the
CNN, which shows a precision of 0.92, recall of 0.96, and F1 score of 0.94, for the moderate
class using multi-ROI data. The precision for the severe class is 0.94, while the F1 score
for the mild and moderate classes are also 0.94. The precision, recall, and F1 score for the
normal class are 0.98, 1.00 and 0.99, respectively. The average accuracy for the multi-ROI
data using 10 k data is 0.96, which is slightly lower than that achieved using 12.5 k data.

Table 3. Comparative results of multi-ROI and single-ROI with 10 k data.

ROI Type Accuracy Class Precision Recall F1 Score

Normal 0.98 1.00 0.99

Mild 0.99 0.89 0.94

) Moderate 0.92 0.96 0.94
Multi-ROI dataset 0.96

Severe 0.94 0.99 0.97

Macro avg. 0.96 0.96 0.96

Weighted avg. 0.96 0.96 0.96

Normal 0.97 0.99 0.98

Mild 0.99 0.99 0.99

. Moderate 0.96 0.96 0.96
Single-ROI dataset 0.98

Severe 0.99 0.98 0.98

Macro avg. 0.98 0.98 0.98

Weighted avg. 0.98 0.98 0.98

The weighted average for precision, recall, and F1 scores is 0.98 each for single-ROI
data using 10 k data. The precision for the normal class is 0.97, while the recall and F1
scores for the severe class and F1 score for normal class is 0.98. For the moderate class,
precision, recall, and F1 scores are 0.96 each. The CNN model achieves a 0.98 accuracy
score for a single-ROI dataset with 10 k data.
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Training and validation accuracy

3.5. Results Using 5 K Dataset

Figure 6 shows the training and validation accuracy and loss for the models using
200 epochs for both multi-ROI and single-ROI datasets. In this scenario, the model yields
the lowest results compared to the other datasets. The model learns slowly as training
proceeds, with the number of epochs increasing. With the increase in epochs, the training
accuracy outperforms validation accuracy. Both datasets have a validation accuracy of
86.30% for multi-ROI and 93.15% for single-ROL To depict the model loss, it went through
the same number of epochs. The validation loss of the model was initially significant, but
as the number of epochs increased, the amount of loss decreased slightly.

Training and validation loss
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Figure 6. Training and validation loss for grading of LSS with 5 k data samples. (a) Training and
validation accuracy for multi-ROI dataset. (b) Training and validation loss for multi-ROI dataset.
(c) Training and validation accuracy for single-ROI dataset. (d) Training and validation loss for
single-ROI dataset.

Table 4 illustrates the multi-ROI and single-ROI classification report produced by the
CNN model, yielding a precision of 0.74 and an F1 score of 0.79 for the moderate class. The
precision, recall, and F1 scores for the mild class are all 0.81, whereas those for normal and
moderate classes are 0.84 and 0.85, respectively. The precision and recall for severe and
normal classes are 0.86, 0.89, and 0.96 and 0.84, respectively.
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Table 4. Comparative results of multi-ROI and single-ROI datasets with 5 k data.

ROI Type Accuracy Class Precision Recall F1 Score
Normal 0.96 0.84 0.90
Mild 0.81 0.81 0.81

Multi-ROI dataset 0.85 Moderate 0.74 0.85 0.79
Severe 0.86 0.89 0.87
Macro avg. 0.84 0.85 0.84
Weighted avg. 0.86 0.85 0.85
Normal 0.99 0.86 0.92
Mild 0.91 0.90 0.91

Single-ROI dataset 0.92 Moderate 0.86 0.94 0.90
Severe 0.89 0.99 0.94
Macro avg. 091 0.92 0.92
Weighted avg. 0.92 0.92 0.92

Results for the single-ROI dataset indicate that for the normal and moderate classes,
the recall and precision score is 0.86. The precision for the severe class is 0.89, while the
recall and F1 scores are 0.99 and 0.94, respectively. In terms of accuracy, the CNN model
achieves 0.86 and 0.92 accuracy scores for all multi-ROI and single-ROI classes, respectively.
This performance is substantially lower compared to results achieved using a 12.5 k dataset.

3.6. Performance Comparison Using Different Dataset Sizes

Precision, recall, F1 score, and accuracy were calculated to compare the results of
different dataset values, as presented in Table 5. For LSS detection, superior performance
is obtained when a 12.5 k dataset is used with the proposed CNN model, achieving an
accuracy score of 0.97, which is superior to that achieved when using both 10 k and 5 k
datasets.

Table 5. Comparative results of multi-ROI and single-ROI datasets with different dataset sizes.

ROI Type Data Values Precision Recall F1 Score Accuracy
5k 0.86 0.85 0.85 0.85

Multi-ROI dataset 10k 0.96 0.96 0.96 0.96
125k 0.97 0.97 0.97 0.97
5k 0.92 0.92 0.92 0.92

Single-ROI dataset 10 k 0.98 0.98 0.98 0.98
125k 0.98 0.98 0.98 0.98

Figure 7 provides a visual illustration of the performance comparison of the proposed
CNN model using different dataset sizes. It can be observed that using the 5 k dataset, the
model shows significantly low performance compared to the 10 k and 12.5 k datasets. The
achieved performance slightly differs between the 10 k and 12.5 k datasets, and the best
performance is obtained using the 12.5 k dataset.
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Figure 7. Comparative analysis of classification with different dataset values using the (a) Multi-ROI
and (b) Single-ROI datasets.

3.7. Performance Comparison for Augmented vs. Non-Augmented Data

Deep learning models are data-intensive and require significantly larger datasets to
obtain complex features to achieve improved performance. The original dataset size was
smaller, and the CNN model could not be trained well to achieve satisfactory accuracy for
LSS detection. Consequently, we performed data augmentation to resolve this issue.

Table 6 and Figure 8 show comparisons of the results obtained using the original
dataset with those achieved using the augmented dataset. When original data was used,
the evaluation accuracy was relatively low, whereas, when augmented data were utilized,
the results were much better. Comparably, the single-ROI results are better than those
obtained with multi-ROI dataset.

Table 6. Comparison of overall dataset accuracy with different data values.

Data Type Data Values Multi-ROI Dataset ~ Single-ROI Dataset
5000 86.3 93.15
Augmented data 10,000 95.83 97.71
125,000 97.01 97.71
Non-Augmented Data 1545 36.47 35.66
36.6 100
. 36.47
98 97.71 97.01 97.71
36.4
96
36.2 94 93.15
. g o
g 5 90
S 35.8 S g8
& 35.66 &
35.6 86
84
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35.2 80
1.5k 5k 10k 12.5k
. . Data values
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(a) (b)
Figure 8. Comparative analysis of accuracy. (a) Non-augmented multi-ROI vs. single-ROI dataset.
(b) Augmented multi-ROI vs. single-ROI dataset.
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3.8. Performance with Existing Approaches

In order to further advocating for the performance of the proposed model, a per-
formance comparison with existing state-of-the-art approaches was also carried out.
For this purpose, several approaches reported in existing literature were selected. For
example, the methods proposed in [22,35] both use a CNN model for LSS detection,
obtaining accuracies of 87.75% and 84.5%, respectively. Pretrained models have also
been deployed, such as ResNet in [36] and VGG16 in [37]. Higher performance was
reported in [38], with 94% accuracy, while the authors of [39] recently reported 95%
accuracy. The results comparison presented in Table 7 indicates that the proposed model
outperforms existing approaches.

Table 7. Performance comparison with state-of-the-art approaches.

Ref. Model Accuracy

[22] CNN 87.75%

[38] UNet 94%

[40] DMML-Net 84.5%

[35] CNN 84.5%
LDH—84.17%,

[36] ResNet-20 LCCS—86.99%,
LNRC—81.21%

[37] VGG16 87.70%

[39] Different models 95%

97.71% for singl-ROI with 12.5 k data

Proposed CNN 97.01% for multi-ROI with 12.5 k data

3.9. Discussion

Over the last decade, several CAD approaches [41-45] have been investigated for
their potential to address the challenges of spinal MRI interpretation and full automation
the LSS diagnostic procedure, which could help to improve detection accuracy. In this
regard, the CNN model is often employed with medical imaging modalities such as MRI
and computed tomography (CT), with a high success rate. Several previously proposed
approaches for neural foraminal stenosis disease detection using binary and multigraded
(normal, mild, moderate, and severe) classification are discussed herein.

Among the most current diagnostic frameworks for LSS is that proposed by
Natalia et al. [20], who used the SegNet model to automatically assess the area between
the anterior and posterior (AAP) diameter and foraminal widths in MRI-, T1-, and T2-
weighted composite images. Six ROIs were extracted after semantic segmentation, including
intervertebral disc (IVD), posterior element (PE), and thecal sac (TS), as well as auxiliary
ROIs, such as AAP and others. The contour evaluation technique was used to increase
the accuracy of the segmentation result in specified ROIs. The results demonstrate a 96.7%
diameter agreement with the expert. Similarly, Sartoretti’s classification [21] is based on a
six-point grading system for detecting lumbar foraminal stenosis (FS) on MRI images of high
resolution. Grade A has no FS. The superior, posterior, inferior, and anterior boundaries of
the lumbar foramen are graded B, C, D, and E, respectively, indicating nerve root contact
with surrounding anatomical structures. The existence of FS in the nerve root with morpho-
logical changes was graded F in this research, in which we employed sagittal high-resolution
T1-weighted and T2-weighted MRI data from 101 subjects.

A study in regard to grading of CAD systems by Salehi et al. [22] showed that a CNN
can be utilized to diagnose disc herniation using MRI images. A performance evaluation
was carried out for normal, bulge, protrusion, and extrusion images. The experiment was
performed on 2329 axial-view lumbar MRI datasets collected from a local medical center.
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Experimental results reported an 87.75% accuracy with data augmentation. Lu et al. [38]
used the U-Net architecture of the CNN model to grade central and FS as normal, mild,
moderate, or severe based on both sagittal and axial MRI images. A large-scale dataset of
22,796 was used, which included data from 4075 patients. An accuracy of 94% was reported
for this study.

A different technique proposed by Han et al. [40] localizes six vertebrae and disc T12
to S1 using a deep multiscale multitask learning network (DMML-Net) that integrated
into a full convolution network that grades the lumbar neural FS into normal and
abnormal cases. The experimental setup included a dataset comprising 200 T1- and
T2-weighted MRI images from 200 patients, achieving an accuracy of 84.5% using the
proposed approach. An approach recently proposed by Hallinan et al. [35] is to classify
neural foraminal stenosis into normal, mild, moderate, or severe classes using a deep
learning CNN model that achieved 84.5% accuracy using a dataset of T2-weighted axial
MRI images and T1-weighted sagittal MRI images from 446 patients.

Using a deep learning ResNet-50 model, multitask classification was performed in [36],
which demonstrated the automated grading of lumbar disc herniation (LDH), lumbar central
canal stenosis (LCCS), and lumbar nerve roots compression (LNRC) in lumbar axial MRIs. An
internal test dataset and an external test dataset were used for classification systems with four
graded levels (grade 0, grade 1, grade 2, and grade 3). A total of 1115 patients (1015 patients
from the internal dataset and 100 patients from the external test dataset) were evaluated,
and the best MRI slices were obtained. The efficiency of the model on the given datasets
was evaluated using precision, accuracy, sensitivity, specificity, F1 scores, confusion matrices,
receiver operating characteristics, and inter-rater agreement (Gwet k). On the internal test
dataset, the overall grading accuracy for LDH, LCCS, and LNRC were 84.17%, 86.99%, and
81.21%, respectively. For the external test data, 74.16%, 79.65%, and 81.21% accuracy are
reported for LDH, LCCS, and LNRC, respectively.

Bharadwaj et al. [46] utilized a V-Net model to segment the dural sac and IVD and
localize the facet and foramen. Big transfer (BiT) models were trained for classification
tasks. Multievaluation metrics including Cohen’s Kappa score were used for the dural sac
and IVD. The authors used axial T2-weighted MRI images of the lumbar spine obtained
between 2008 and 2019. The area under the receiver operator characteristic curve (AUROC)
values used for the binary classification of facet and neural foraminal stenosis were 0.92
and 0.93, respectively. Sinan et al. [37] proposed an LSS-VGG16 and U-Net model that
detects LSS in MR and CT images and achieved 87.70% classification accuracy on VGG16.
A total of 1560 MR images were used with U-Net, with a 0.93 DICE score.

The authors of [47] a 3D LSS segmentation framework that enables the complete
determination of the regions of the body that cannot be fully opened during LSS surgeries,
particularly in the nerve roots. The spinal disc, canal, thecal sac, posterior element, and
other regions and backgrounds in the image that are crucial for LSS were all segmented
and divided into a total of six classes in MRI images. The intersection over union (IoU)
metric was deployed for each class to assess the success of segmentation, since the canal
had an IoU value of 0.61. The study employed T2 sequence lumbar MRI images of 300 LSS
patients in the digital imaging and communications in medicine (DICOM) format.

Abhinav et al. [48] also recently presented a U-Net-dependent CNN model to segment
the IVD, PE, TS, and AAP regions of LSS on an axial MRI dataset [10] and performed binary
classification. The performance of the model was evaluated by IoU metrics. Since IVD is
the simplest region to label and PE has a particular shape that resembles the letter Y, the
values of regions like IVD, PE, and IoU vary between 0.80 and 1.0. And because AAP was
the most challenging to identify, its IoU metric value is 0.6568, which is lower than that of
the other regions.

Another innovative study [39] compared conventional and ultrafast methods and
analyzed sagittal T1-weighted, T2-weighted, short-TI inversion recovery, and axial T2-
weighted MRI images of 58 patients. Cohen’s kappa metrics were used to assess foraminal
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stenosis in axial images, and the results were provided in a multigraded classification. The
accuracy obtained using this method was 95%.

In this study, we investigated LSS detection using a customized CNN model. We eval-
uated the algorithm’s performance using a variety of metrics. Experiments were conducted
using two datasets and with and without augmentation techniques using different data
values. Multi-ROI and single-ROI datasets with 5 k achieved the lowest results in terms
of accuracy scores: 0.85 and 0.92, respectively. The cure of model accuracy shows that the
model could be trained more to prevent underfitting and inflection because the model was
not overlearned for the training set. Due to inadequate training, the model loss exhibits
a divergence from the training curve, which indicates why the overall loss is large in the
results of both datasets.

The two 10 k datasets achieved accuracy scores of 0.96 and 0.98, respectively. Figure 6
demonstrates that the trained model fit well; however, the validation curve is slightly
unsatisfactory, owing to underfitting for the multi-ROI dataset, requiring more training
data samples to improve accuracy. The model loss curve shows that training significantly
decreased the loss, although it remains high during the initial epochs.

Table 5 illustrates that the accuracy is similar between the two 12.5 k datasets: 0.97 and
0.98, respectively. The model accuracy curve show in Figure 4 indicates that while model
training performs well on a single-ROI dataset, results on a multi-ROI dataset might be
further enhanced by adding more training data and by further reducing model loss.

Table 8 shows an analytical summary of the discussed research works. It can be
observed that for LSS detection and segmentation, the models suffer from low accuracy.
The CNN model and its variants were tested, yet no CNN technique was able to more
accurately categorize LSS disease, necessitating the development of automatic methods
that better classify the disease.

Table 8. Analytical overview of the discussed research works.

Ref Model Data Results
[20] SegNet 2D Tl-and T'Z—welghted MRI images with 320 96.7% agreement with medical expert
% 320 resolution

[22] CNN High-resolution 3D MRI images 87.75% accuracy with data augmentation

[35] CNN 2D T1- and T2-weighted MRI images 84.5% accuracy
LDH, LCCS, and LNRC accuracy of 84.17%,
86.99%, and 81.21%, respectively, for internal

. . dataset.

(361 ResNet-20 2D T2-weighted MRI images 74.16%, 79.65%, and 81.21% accuracy for LDH,
LCCS, and LNRC, respectively, using external
dataset

[37] VGG16 2D MRI images 87.70% accuracy

[38] U-Net ngh-re.solutlon 2D MRI images with 512 x 512 94% accuracy

resolution
[46] V-Net model 2D T2-weighted MRI images Facet and neural forammal stenosis AUC of 0.92
and 0.93, respectively
MRI T1-weighted,
[39] Different models ~ T2-weighted, 95% accuracy
short T1-inversion
[40] DMMI-Net High-resolution 2D T1- and T2-weighted MRI 84.5% accuracy

images with 512 x 512 resolution

4. Conclusions

In this study, we proposed a technique to assist doctors in detecting and grading
neural foraminal LSS using MRI images. Four regions of IVD, PE, TS, and AAP were
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selected as areas of focus in this study. For LSS detection, we proposed a customized CNN
model and performed experiments using a publicly available lumbar spine dataset. The
dataset consists of a back pain characteristics report annotated by expert radiologists and
515 patient MRI scan images of L3-L5 in axial view. Observed characteristics in annotated
studies were further classified as normal, mild, moderate, or severe to investigate the
reliability of the proposed deep-learning-based stenosis grading system. We constructed
two datasets—a multi-ROI and single-ROI dataset—then trained the model on a variety of
dataset values. Experiments were conducted using 5 k, 10 k, and 12.5 k datasets, which were
produced using data augmentation. Experimental results indicate that better performance
can be obtained using an augmented dataset. The best performance was achieved with
a 12.5 k dataset for both single-ROI and multi-ROI datasets, showing 97.71% and 97.01%
accuracy, respectively. Performance comparison with existing state-of-the-art approaches
validated the superior performance of the proposed approach.
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