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Abstract: This is an effort to analyze the reaction of stock prices of Indian public and private banks
listed in NSE and BSE to the announcement of seven best case news events. Several recent studies
have analyzed the correlation between stock prices and news announcements; however, there is
no evidence on how private and public sector Indian bank stocks react to important news events
independently. We examine these features by concentrating on a sample of banking and government
news events. We classify these news events to create a group of negative and a group of positive
tone of announcements (sentiments). The statistical results show that the negative banking news
announcements had a one-month impact on private banks, with statistically significant negative
mean CARs. However, with highly statistically substantial negative mean CARs, the influence of
the negative banking news announcements on public banks was observed for two months after the
news was published. Furthermore, the influence of the positive banking news on private banks
persisted a month after the news was published. Positive banking news events had an influence
on public banks for five days after they were published. The study concludes that public bank
stocks react more to negative news announcements than positive news announcements in the same
manner as the sentimental polarity of the news announcements as compared to private bank stocks.
First, we retrieved the news articles published in prominent online financial news portals between
2017 and 2020, and the seven major news events were extracted and classified using multi-class text
classification. The Random Forest classifier produced a significant accuracy of 94% with pre-trained
embeddings of DistilBERT, a neural network model, which outperformed the traditional feature
representation technique, TF-IDF. The training data for the classifier were balanced using the SMOTE
sampling technique.

Keywords: deep learning; transfer learning; DistilBERT; event study; sentiment analysis

1. Introduction

Analysts are routinely required to estimate the impact of certain economic events on
the worth of businesses. Initially, this looks to be a difficult task; nonetheless, an event study
can quickly develop a method of measurement. Using data from the financial markets, a
study on any event investigates the impact of a certain event on a company’s wealth. The
utility of these studies involves the idea that, assuming market rationality, the impacts of
such occurrences will be immediately reflected in stock price [1]. As a result, the stock price
recorded over a relatively short time can be employed to design a metric of the economic
influence of an occurrence. The event study has several uses. In accounting and finance
research, event studies have been employed to study various company and economy-wide
news events. Mergers and acquisitions, earnings results releases, fraud announcements,
expert ratings, and the trade deficit are simple examples of macroeconomic issues [2].
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Moreover, the finance industry has been becoming a significant test platform for NLP and
Information Retrieval (IR) approaches for the automatic analysis of financial news and
opinions online due to its reliance on the interpretation of numerous unstructured and
structured data sources and its demand for quick and thorough decision making [3].

The primary phase in executing an event study is to describe the intriguing event and
determine the time frame for examining the stock prices of the enterprises participating
in the event (the event window). For instance, if you are considering quarterly or yearly
results with daily returns, the event is an earnings announcement, and the event window
will be one day after the news announcement. It is a common exercise to make the event
window larger than the time of interest. This allows for the investigation of the time periods
surrounding the event. The attention period is typically designed to cover at least the day
of publication of the story and the next day. This reveals the price impact of news after
the stock market closes on the day of the publication. The period preceding and following
the occurrence might be of interest. The event can belong to any particular sector such as
banking, pharmaceutical, technology, etc., of any country.

The banking sector is critical to a country’s growth and development, and banks are
regarded as the backbone of any business. With a creative and foresighted assignment to
strengthen the banking zone and its operations within the financial system, India’s banking
sector has seen substantial development. In the Indian banking system, there are private
and public sector banks. Further, 14 private banks were nationalized in 1969 by the Indian
government, with the nationalization of 6 more private banks advancing the economic
progress of the country in 1980. On 1 April 2017, SBI merged with other SBI partners and
Bhartiya Mahila Bank to form India’s leading bank. Vijaya Bank and Dena Bank merged to
form the Bank of Baroda in 2019. Smt. Nirmala Sitaraman, India’s finance minister, said
on 30 August 2019 that 10 public sector banks will be merged with 4 big banks, starting 1
April 2020, lowering the number of public sector banks from 27 to 12. In the banking sector,
mergers and acquisitions are, furthermore, more important in developing markets than
in the US stock market [4]. Moreover, consolidation of the banking domain is important
for a variety of reasons, including the need for more capital, risk assessment, funding
development projects, technological advancements, and improved customer service [5,6].
However, the stock market, being a well-organized market, is influenced by the spread of
any uncertain news occurrence in any economy. Unprecedented news about the COVID-19
epidemic in recent times impacted developing and established markets, with the Asian
market being the most affected [7]. The news event that two public-sector banks would be
privatized would have an immediate impact on the capital markets.

Despite being well-regulated, the banking system is confronted with a number of
problems, especially financial difficulties and a lack of standard regulations. As per the
annual report of the RBI (2019) and an article in the Economic Times, fraud has increased
dramatically in both number and value during the past 10 years (2019). Bank frauds
increased from 4669 in 2009–2010 to 6801 in 2018–2019, with a total value of 71,542.93 crores.
The number of fraud cases increased by 45.66% between 20092010 and 2018–2019, with
the amount involved growing by more than 35 times. Fraud at a bank or any other
business entity is a completely unforeseen occurrence that has far-reaching economic
and social ramifications. The negative impact of fraud on stock prices was highlighted
in a reference [8].

Government policies have far-reaching implications on a country’s economy [9], par-
ticularly the banking industry. Uncertainty regarding government policy and election
outcomes has serious financial implications. Existing research on policy uncertainty’s
impact on economic outcomes suggests that increasing economic policy uncertainty causes
enterprises to postpone investments [10], firms to be less involved in new mergers and
acquisitions [11], and the amount of foreign direct investment to fall [12]. The subject of
whether and how government policy uncertainty affects the banking industry is notably ab-
sent from this research. One of the objectives of this research is to fill this gap by analyzing
the performance of banking stocks before and after government policy announcements.
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Several factors impact the stock market, including national and international news.
Some company-specific news or releases influence a single industry, whilst others, such
as inflation, GDP growth, and the repo rate, affect the market as a whole [13]. In a similar
vein, we are interested in analyzing the influence of certain events on the banking industry
in this paper. To examine an analytical approximation of the banking events that make up
daily financial news, we collected 10,000 financial news articles. What categories would we
need to create for news articles to separate the banking news articles from the rest of the
collection, which seems to be more or less a representation of the national or global news
landscape? To categorize these news articles, we have separated them into four groups:
banking, government (national), global, and non-banking (others). We solely analyzed
news about banking and related topics for this study. Additionally, whether they occurred
frequently or infrequently, we searched for the best examples of news events that had an
impact on the banking and financial markets. In the context of a developing market such
as India, our research has contributed to the present works by looking at the short-term
reaction of stock prices on the Indian market to the banking sectors best-case events such as
mergers and acquisitions, frauds, expert ratings, earnings results, government policies, and
RBI policies. Further, the banking sector in India is divided into public and private banking.
We were specifically interested in finding the impact of these news event announcements
on the Indian public and private banks’ stock prices separately. An existing study also
compares the returns on PSB (public sector bank) stocks to the returns on the Sensex
to assess the performance of public sector banks following disinvestment (Indian stock
market) [14]. The mentioned study also calculated private sector bank relative returns to
the Sensex (Refer to Appendix A Table A1), which were compared to the performance of
public and private sector banks. It was discovered that PSB stock performance was not
considerably distinct from that of the private sector banks or Sensex. Another study looked
into the effect of interest rates and foreign currency rates on the movement of banking stocks
in India. The study’s findings demonstrate that all banks’ returns are heavily influenced
by the performance of the Bank Nifty Index (Refer to Appendix A Table A1). There was
stronger evidence of return spillover from private sector banks than of public sector bank
equities. In the case of volatility spillover, however, there is evidence of bilateral spillover
between private and public bank stocks [15]. The authors of that study also published
another attempt look at how the US Federal Reserve and the European Central Bank’s
policy interest rate announcements affect stock returns and volatility for commercial banks
listed on the NYSE and the DAX in Germany [16]. They discovered that the most significant
impact of Federal news on both US and German bank shares was that an unexpected policy
rate hike diminished returns and increased volatility in the majority of situations.

Important financial news is increasingly available in electronic form on the WWW,
and it has evolved to be a very useful data source for event studies [17] incorporating stock
market evaluations [18]. By following up on a variety of online news sources and building
a news classification system, investors in the Indian stock market’s banking sector can be
notified of potential financial banking events. To our knowledge, there is presently no news
classification system created exclusively for the banking sector. Therefore, online financial
news is classified as: banking, other related news articles of interest, and non-banking.
Further, the news articles on ‘events’ of our interest—mergers and acquisitions, frauds,
expert ratings, earnings results, government policies, and RBI policies—are extracted from
banking news and other news articles using our classification system. Finally, the tone with
which news events of the banking sector are broadcast is correlated to observable stock
price volatility. Therefore, we intend to classify the above-mentioned six banking news
events into positive and negative sentiments and assess their influence on the stock prices
of the private and public banks involved.

Sentiment analysis is a computational method for handling document’s subjectivity,
sentiments, and views [19]. For monitoring and spotting key events and suspicious be-
haviors, this problem is very important [20]. This is also regarded as a subsection of text
mining, information retrieval, and natural language processing [21,22]. Sentiment analysis
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in the banking financial domain is the process of interpreting readers’ sentiments (negative
or positive) about banking news events using computational intelligence, such as Machine
Learning or other rules-based approaches. Text sentiment classification is a basic subfield
in NLP. However, the sentiment classification process is very domain-specific. To classify a
text in any domain, the most popular method is to employ domain-specific data samples.
Machine learning-based text sentiment analysis, on the other hand, requires enough labeled
training data. A transfer learning approach is widely used to overcome this problem [23].
With the quick growth of deep learning, various applicable approaches to transfer learning
are now being used, and numerous notable findings are being obtained. Transfer learning
fine-tunes pre-trained deep learning models [24,25], using even small domain-specific data
(banking financial domain in our current study). To collect banking financial domain data
for further sentiment analysis and event study for Indian private and public banks, a test
classification framework was designed.

To extract the news of the banking sector and additional financial news that is relevant
to the banking news collected from the various online news sources, the text classification
approach was used. In natural language processing, text classification is a well-known
subject wherein labels are assigned to texts such as phrases or documents. It may be used
for a number of activities, such as answering questions, spam filtering, topic modelling,
news classification, and so forth [26]. Moreover, any text is a very valuable reference,
although extracting ideas from it may be challenging and time-consuming due to an often
unstructured nature [27]. Manual annotation or automatic labeling are both options for text
classification. Automatic text classification is becoming more significant as the amount of
text data in industry sectors grows. However, when working with extreme circumstances
or sectors where public or synthetic databases are insufficient or unavailable, manual
labelling is very crucial. In our study, manual labelling was the preferred method for text
classification. Furthermore, in our study, the Banking Financial NLP is an unaddressed
edge case. Banking Financial would not have been able to generate synthetic data in
this circumstance. Here, it was both practical and efficient to use a team of financial
experts to manually label the data. The following four steps may be dissected in most text
classification and document categorization systems; extraction of features, dimensionality
reductions, selection classifiers, and assessments are all part of the process [26]. The study
shows how an effective financial news classification framework can lead to ascertaining
the impact of the tone of such information on the stock prices of related public and private
banks, as well as what financial news must be retrieved, and what type of news is most
appropriate to banking stakeholders.

The key contributions of the study are mentioned below:

• Extracting news events that are relevant to the banking sector from the overall financial
news articles;

• Performing sentiment classification on banking financial news into positive and nega-
tive classes using the state-of-the-art NLP approach;

• Performing an event study on banking stocks listed in an Indian stock exchange, i.e.,
BSE and NSE (Refer to Appendix A Table A1).

The remainder of this document is divided into different sections. The literature review
is discussed in Section 2, the methodology is discussed in Section 3, Section 4 mentions the
data and experimentation, Section 5 contains the conclusion.

2. Literature Review

Although recent research has looked at a variety of market aspects, this research takes
a new approach, following the current academic focus on online financial information
disclosure and other banking events. We emphasize the importance of an efficient financial
news classification framework, what financial news must be extracted, what type of news
is most relevant to banking stakeholders, and what direction the financial data framework
may take in response to the disclosure of the impact of the tone of such information on
related public and private banks’ stock prices. The literature on the creation of the event
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study methodology and its use to measure the effects of various new events on the returns
on banking stocks is covered in this subsection.

The authors investigated the importance of news articles about the privatization of
two public sector banks in India. The statistical findings explore that both the private
and public sector banks will be negatively impacted by the announcement’s overall effect,
despite the fact that private sector banks, on the event day, saw positive average abnormal
returns. Significant results prior to the release date are also shown by the statistical findings
to support information leakage [28]. By employing the CSRP daily return from 1990 to 2005,
and a sample of 1000 portfolios of 50 stocks, the authors also looked at the issue of cross-
sectional correlations in event studies [29]. Between May 2013 and June 2014, the short-term
anomalous returns of equities listed on the BSE were analyzed. The authors came to the
conclusion that, by making a systematic investment during times of political instability,
investors could achieve atypical returns. The nation’s political and economic structure saw
a noticeable change as a result of important national elections [30]. The authors worked on
creating a dictionary-based sentiment analysis model, creating a sentiment analysis lexicon
for the financial industry, and assessing the model for determining how news sentiments
affect stock prices [31]. It is clear from these studies that certain news events have to be
studied to understand the sentiments in their tone and their impact in terms of short to
long term return on the stock entities involved in these events. To properly formulate our
research question, we delve into the literature on financial event studies and frameworks
in the following sub-sections.

2.1. Event Study

Unexpected stock market news events have the potential to have an impact on a
company’s financial performance. The existing studies on financial market reactions to
disclosure and financial reporting are extensive and include topics such as fraud announce-
ments, merger and acquisitions reports, dividend notifications, and government or RBI
policy changes. The majority of the literature on fraud focuses on the negative impact of
fraud on company performance and shareholder wealth [8]. Similarly, unfavorable gov-
ernment policies [32] and announcements by the RBI (Refer to Appendix A Table A1) may
impact banking stocks [33]. Some financial industry sectors have positive event returns
while others have negative ones [34]. The authors show that earnings news releases have a
statistically significant negative influence on stock prices and trade quantities in the days
after their release [35]. However, the existing studies do not provide a clear picture of how
investors respond to financial news specifically from the banking sector.

2.2. Text Classification

Over the last few decades, text classification problems have been extensively re-
searched and handled in a variety of real-world applications [36–39]. Many researchers
are increasingly interested in building applications that use text classification algorithms,
especially in light of recent advancements in Natural Language Processing and text mining.
Text classification refers to the process of assigning pre-defined tags to new text data or sen-
tences based on the training data of a trained classifier. The training examples are labeled
with these pre-defined categories throughout the training phase. Labeling is frequently
done using hand-coded rules, called manual labeling, in this system [40]. By examining
the features of a group of documents that have been manually categorized under this
category, Machine Learning automatically creates a classifier for that category [41]. Most
classification techniques based on Machine Learning, however, are infeasible due to the
enormous dimensionality of text classification issues. Furthermore, many features may be
useless or noisy, and only a tiny fraction of the terms are truly useful for categorization. To
prevent overfitting, feature selection is used to limit the amount of features [42]. Also, to
choose a technique for deploying text classification systems, it is required to analyze text
classification performance [43]. The test collection is prepared and divided into two sets: a
training set for learning and a test set for classification and assessment. The approaches
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that were used in the experiment learned from examples in the training set and classified
them in the test set. We modified two regularly used efficacy metrics for assessment. The
percentage of documents accurately categorized as positives was measured with precision.
The percentage of correctly categorized positive documents was measured by recall [41].
The F1 measures of the techniques were also computed (both accuracy and recall are
given equal relevance), and there is a weighted F1 score that allows for varied recall and
precision weightage [43,44].

2.3. News Classification System

Text classification is a well-understood topic. Many approaches have been developed,
and many of them may be immediately used for news categorization as long as each
established category has a good collection of training documents [45,46]. However, the
classification problem can become considerably more complicated if the categories (i.e.,
customized categories) are established and training documents are not readily available [47].
The Web is fast evolving for participation in content development and utilization, with
a rising number of participants resorting to online news sources for day-to-day updates.
Around the same time as the internet became popular, financial online newspapers began to
develop. Every day, a large number of financial news items are produced by the many news
portals that are available on the web, and the rate of production is increasing dramatically.

An online newspaper can take many different formats [48]. The electronic edition of a
printed newspaper is one example. The online version may be read in the same way as a
printed paper; however, there is no classification, neither in terms of content nor in terms
of presentation. A news website is another type of online newspaper that allows users to
browse via menus sorted by subject areas and sub-categories. The reader is presumed to
obtain the news via a computer system while connecting to a specific news provider over
the internet in most of the above types of online newspapers. These services, however, may
not be enough for many readers and reading contexts [49]. Many newspaper readers prefer
reading and analyzing news from numerous sources. Readers are frequently only interested
in news items related to their areas of interest [50]. Therefore, investors in financial markets
must read all the news articles of various events related to a specific sector to obtain the
news items of their interest. An investor who is interested in the banking sector news
has to look over all of the news items from different news websites for that sector and it
becomes tedious to spend the time reading the news to analyze the specific events of that
particular sector. Therefore, an investor would likely prefer a system that would extract
and categorize the news for that sector out of overall financial news collected from various
websites. This is not limited to financial news classification.

The authors have created a system for syndromic surveillance that allows for auto-
mated online news monitoring and categorization [17,51]. However, gathering data is an
important first step in the development of such a system. These systems’ data sources
are supposed to offer timely event indications and are generally stored and transferred
electronically [52]. Different data needed for the banking sector include banks mergers,
fraud announcements, dividend or results announcements, expert recommendations, and
government and RBI policies announcements. Online news portals are becoming essential
resources for a new generation of financial event monitoring systems. In this study, we
used online public news portals as financial news sources to categorize the news for our
area of interest, the banking sector, and training documents for the classification system of
the banking sector were extracted from these financial news items. However, the overall
financial news obtained an unequal number of news articles for the banking sector and
other sectors for the multiclass classification system [53]. This required data balances for
each category in the classification system [54,55].

2.4. Data Imbalances in the Multiclass Classification System

In the multiclass classification system, if the occurrence of instances representing every
class is unequal, a dataset is said to be class-imbalanced. In the research on the classification



Systems 2022, 10, 233 7 of 25

of news articles, dealing with an unbalanced dataset has been a prominent topic. When
confronted with imbalanced datasets, traditional Machine Learning techniques may induce
biases [56]. Many classification algorithms’ accuracy is thought to be affected by data
imbalances [57]. The category of classification algorithms includes the vast majority of
binary text classification applications, with negative samples of the class of interest greatly
outnumbering positive examples [58].

In the case of an unbalanced data set, an output of the classifier tends to be biased
towards specific classifications (majority class) [59]. The challenges of unbalanced classifi-
cation are that the amount of entries in every class to achieve a classification process varies
greatly, and the facility of extrapolating on different data sets, have continued key concerns
in Natural Language Processing and Machine Learning [60]. Furthermore, classifiers may
often be intended to maximize accuracy, which may not be a realistic criterion for judging
performance in the situation of unbalanced training data. As a result, our study addresses
the analysis of some Machine Learning classification approaches that may lead to high
precision even with unbalanced datasets. However, it is worth experimenting with some of
the challenges we encountered when dealing with imbalanced data and evaluating certain
metrics in addition to precision to assess performance. We also used Machine Learning to
accomplish multi-classification of documents, where the data sample did not perfectly fit
into one of the several categories.

2.5. Sentiment Classification

Sentiment dictionary and Machine Learning approaches are two types of traditional
sentiment classification methods [61,62]. The authors offer the SENTiVENT corpus of
English business news, which includes annotations at the token level for implicit polarity
(positive, negative, or neutral investor sentiment, respectively), target spans, and polar
spans [63]. A manually organized and produced sentiment dictionary library is mostly
used in the classification approach centered on sentiment dictionaries. The text’s sentiment
score is then computed using the defined rules. The floating point values for the sentiment
scores for each text instance ranged from −1 (negative) to 1 (positive), with 0 denoting
a neutral sentiment; this approach was also implemented in [64]. The size of the entire
sentiment dictionary properties affects the accuracy of classification outcomes [65,66].
When there are not enough dictionaries properties available, classification results are
frequently inaccurate. A successful feature extraction and classifier are at the basis of
Machine Learning approaches. The classifier is trained on the features of the training
set when the feature set is created, and the sentiment tag is applied to the test text when
the feature set is deployed. Machine Learning approaches, on the other hand, rely on a
huge number of labeled data, and manually labeled datasets are insufficient for sentiment
classification. The described domain concept is strongly connected to the expression of
sentiment in a text; however, using text sentiment analysis classifiers that have been trained
in other domains will result in reduced applicability. Cross-domain sentiment classifiers
based on transfer learning technologies have recently become a focus of study.

2.6. Transfer Learning: Pre-Trained Deep Learning Models

Transfer learning is a Machine Learning method which extracts information from one
domain and applies it to another (financial domain in this study) [67]. For cross-domain
challenges, it is mostly used to resolve distribution disparities. For example, our job with
regard to banking news events sentiment classification is to automatically classify news
about a bank, such as a merger or acquisition, into negative and positive polarities. To
begin this classification work, we would first gather and annotate a large number of news
articles about banks. Next, we would use the news to train a classifier with their associated
labels. We would require a significant quantity of labeled data to train the news sentiment
classification models for banks since the distribution of news data among various banks
might be extremely diverse. Maintaining good classification results, it would be important
to gather a huge number of labeled data. This data-labeling procedure, however, can be
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rather costly. We might wish to modify a classification model that has been trained on
certain banks for news events to help learn classification models for some other banks’
news events to reduce the work of annotating a huge number of news articles for multiple
banks. Transfer learning can save a large amount of labeling time in these situations [68]. It
fine-tunes pre-trained deep learning models using even small domain-specific data (target
domain). A model that has been pre-trained has already been built and learned to address
a similar problem. The amount of time spent training in this work is substantially less
than the amount of time spent training from scratch, and it is generally preferable for two
reasons to fine-tune the pre-trained model: to attain even greater accuracy and to ensure
that the output is correctly formatted.

Sequential transfer learning, so far, has resulted in the most significant gains in this
field. The standard procedure is to pretrain representations on a large unlabeled text
corpus using our preferred approach, then adapt them to a supervised target task using
annotated data [69]. BERT (Bidirectional Encoder Representations from Transformers) is
the state-of-the-art in language representation that is created to pretrain deep bidirectional
representations from unlabeled text and then fine-tune them for diverse NLP applications
using tagged text [70]. BERT can represent various downstream tasks because of the
Transformer’s self-attention mechanism [71], which makes fine-tuning simple. We simply
feed in the appropriate inputs and outputs into BERT for each task and fine-tune all of
the parameters.

However, the trend concerning larger models creates numerous difficulties. The most
significant is the environmental cost of exponentially increasing the processing overhead
of these models [72]. Next, when we run these models in real-time on-device, it is likely
to allow a variety of interesting and unusual language handling uses; the models’ rising
computational and memory necessities might limit their widespread use by using much
smaller language models, and it is likely to obtain equivalent outcomes on many down-
stream tasks requiring a less operational training cost, and the model named DistilBert [73].
The model illustrates that a 40% smaller Transformer [71] pre-trained by distillation under
the supervision of a larger Transformer language model may attain identical efficiency on
a range of downstream challenges, although it still performs 60% faster at inference time,
using a triple loss. This study deals with the following research questions:

a. How can we keep track of online news articles for the banking sector?
b. For data balances in domain-specific news classification for the banking sector, which

data sampling approach can perform well?
c. Is it possible for a pre-trained deep learning model to outperform classic text repre-

sentation techniques in domain-specific online news classification for banking news
events and sentiment classification?

d. Which Machine Learning method is superior for the classification and sentiment
classification of online financial news?

e. Do events announcements on mergers and acquisitions, frauds, expert ratings, earn-
ings results, government policies, and RBI policies paired with positive or negative
sentiments have a considerable and equal influence on the private and public sector
banks’ stocks concerning benchmark index Bank Nifty in the Indian stock market?

3. System Architecture: A Proposed Methodology

For the event study of banking news events on the Indian private and public banks,
the financial news has been considered. The primary concept was to choose news events
from the overall financial news in the database linked to the study period that covered
mergers and acquisitions, frauds, expert ratings, earnings reports, government policies,
and RBI policies for Indian private and public banks. The news events, collectively, are,
again, classified into positive and negative polarities. Followed by this, the effect of the
news events with negative and positive sentiments are analyzed on private and public
banks stocks listed in NSE and BSE. The system architecture is shown in Figure 1. The
study is achieved in five phases which are explained in the later sub-sections.
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Figure 1. Extraction of banking news events from financial news articles for banking stock analysis
impair with sentiment polarity.

3.1. Data Acquisition

We scraped news from Times of India, Financial Express, Bloomberg, and Money
Control in phase one using Python-written code. From 2017 to 2020, we collected about
10,000 news articles. These were pre-processed in order for Machine Learning models to be
examined from the training sample and applied to the test data set in a manner that is acceptable.

3.2. News Classification: Extracting Banking News from financial News Corpus

In the second phase, we wanted to separate banking industry-related news articles
and other news on the most linked areas from the group of financial news articles. We
think that the financial news of a country is inextricably linked to its ‘government news
events’ that comprise articles on government proposals for worthy governance, elections in
the states or nation, modifications or novel expansions in governmental policy, and ‘global’
financial news. As indicated in Table 1, to gather banking and other related news, such as
global and government news, from all financial news articles, we worked on a four-class
classification challenge. There are a total of 10,000 samples, and we choose to classify news
articles into banking, global, governmental, and non-banking classes. Non-banking events
includes any financial information gleaned from various news sources which do not fit
into one of these three classes (global, governmental, and banking). We chose manual
labeling [40] of news articles with the assistance of financial specialists, where overlapping
cases were selected to be discarded without causing harm to one of the classes [56].
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Table 1. A collection of news articles from various sources and classes.

Source News Article Class

www.financialexpress.com
11 April 2018

ICICI Bank loses more than 2% since the
bank has exposure to Gitanjali Group
rather than Nirav Modi enterprises.
According to CBI authorities, a
consortium of 31 lenders loaned Rs 5280
crore to the Gitanjali Group.

Banking

www.moneycontrol.com
9 March 2018

India’s current account deficit has
increased but remains below acceptable
limits, and GDP growth is expected to
range between 7.5 and 7.7%.

Governmental

www.bloombergquint.com
28 February 2018

The Federal Reserve of the United States
has lowered its key interest rate by a
half-point, the first time it has performed
so other than regular appointments since
the 2008 financial crisis.

Global

www.moneycontrol.com
7 March 2018

For the sixth day in a row, the Nifty50 has
generated a bearish candle, and analysts
believe it would be tough for the Nifty to
rapidly overcome the 200-DEMA.

Non-Banking

3.2.1. Dealing with Class Imbalances in Multiclass News Classification

When dealing with unbalanced sets of data, the main goal is to increase the occur-
rence of the minority class while lowering the occurrence of the majority class. This is
implemented so that all classes acquire the same occurrence of samples. Under-sampling
assists in class distribution optimization by removing samples of majority classes at ran-
dom. When the samples of the majority and minority classes are fully balanced, this is
achieved. By raising the degree of imbalance, evolutionary under-sampling outperforms
non-evolutionary models [74]. Cluster-based instance selection, a unique under-sampling
approach that merges clustering analysis with sample selection, is used [75]. The clustering
analysis framework divides the majority class dataset into subclasses based on identical
data samples, whereas unaccountable data samples are separated from each category by
the sample selection framework. Under-sampling using KNN has also been shown to be
the most successful technique [76].

By randomly reproducing minority class cases, oversampling increases the number
of occurrences of minority classes in research work. The author of one study proposed a
Random Walk Over-Sampling method for matching distinct class examples by producing
synthetic examples by arbitrarily traversing from actual data [77]. By providing certain
samples of a synthetic minority class, this strategy of sampling is intended to consider the
uneven data grouping. The simulated samples are pooled with the original examples to
create a much more efficient complete dataset, which is then utilized to generate unbiased
classifiers. Nevertheless, conventional over-sampling algorithms have demonstrated their
various flaws, such as causing major over-generalization or failing to successfully improve
the class imbalance in data space, when confronted with the more difficult challenge of a
binary class imbalance scenario.

The author of one study proposed SMOM, a synthetic minority oversampling strategy
based on k-nearest neighbors (k-NN), to address multi-class imbalance difficulties [78].
SMOTE is a state-of-the-art over-sampling method that incorporates sample drawing
methods to increase the number of positive classes by repeating the data at random until
the number of positive and negative classifications are equal [79]. In our study, due to the
addition of synthetic samples, which raised the number of training samples required to
divide the data evenly over four distinct labels, multiclass classification was achieved with
a proportional dataset among several classes using SMOTE to overcome data imbalances.

www.financialexpress.com
www.moneycontrol.com
www.bloombergquint.com
www.moneycontrol.com
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3.2.2. Machine Learning Classifier

It is desirable to examine the efficacy of a classifier after it has been constructed in a
research context. The original corpus is divided into two sets before classifier creation in
this application, not always of the same size; training and a test set. The essential notion is
that the classifier receives a set of training data representing existing instances of classes
and, using the knowledge received from the training data, conducts a statistical analysis of
the training data to decide which classes additional unknown data belongs to. A test set is
used to evaluate the efficacy of classifiers. The k-fold cross-validation method is another
option [80]. In our study, the Machine Learning classifiers used for news classification
are Decision Tree [81], Linear SVC [46], Logistic Regression [82], Random Forest [83], and
Multilayer Perceptron [84]. Machine learning classifiers are also compared in terms of
performance based on two metrics named Precision and Recall. The results are also verified
with cross-validation. Before the news articles are fed into classifiers, the text documents
are represented with the conventional TF-IDF approach [85], and a neural network model,
DistilBERT [73].

3.3. Banking News Events Extraction and Classification

In phase 3, we were primarily focused on classifying banks and other media articles that
are closely linked (the output of phase 2 discussed in Section 3.2) further into seven events,
this will be discussed in further depth in the next section. Event extraction and classification
is the process of finding and extracting structured information about events from any text
and giving it the appropriate label. Due to the completeness of the acquired information
and its relevance to a range of real-world scenarios, this method has attracted the attention
of many researchers and businesses [86]. Moreover, a rising number of approaches to
improving the quality of produced data and the efficacy of event extraction systems has
been reported. In this study, we designed a hybrid model [87] that integrates rule-based and
Machine Learning approaches to find superior outcomes by combining them.

3.3.1. News Events Representation: A Transfer Learning Approach

Due to the vast unlabelled corpus, one of the most fascinating uses of both unsuper-
vised and transfer learning is embedding. The demand for transfer learning is overwhelm-
ing. The transformer-based concept has certain advantages, one of which is that these
models accept the entire sequence as input instead of the token by token that is standard in
RNN-based models, which is a huge gain and allows the GPUs to speed up the model. We
don’t require labelled data to pre-train these models. We simply need a large amount of
unlabelled text input to train a transformer-based model. This transfer learning model can
be utilized for the NLP task of news-events classification.

While large-scale pre-trained systems for transfer learning are becoming more popular
in Natural Language Processing, using limited CPU training or inference budgets to run
these huge models remains a challenge. The researchers propose a model for pre-training
DistilBERT, a general-purpose language representation model that may be fine-tuned for
a variety of purposes in the future, including its larger models, with amazing results [73].
BERT can represent various downstream tasks because of the Transformer’s self-attention
mechanism, which makes fine-tuning simple. The Transformer uses an encoder–decoder
architecture with layered encoder and decoder layers. The two sublayers that make
up encoder layers are self-attention and a position-wise feed-forward layer. The three
sublayers that make up the decoder layers are self-attention, encoder–decoder attention,
and a position-wise feed-forward layer.

In RNN, we create predictions based on the input xt and the prior hidden state ht−1.
In an attention-based system, however, the input x is substituted by attention as given in
Equation (1).

ht = f (x, ht−1)

ht = f (attention(x, ht−1), ht−1) (1)
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We can imagine that the attention process stores information that is now relevant and
important. For each input feature xt, for example, we may train a fully connected layer to
score how significant feature i is in the context of the preceding hidden state h.

si = tanh(Wcht−1 + Wxxi) (2)

Following that, we normalize the score with a softmax function, written in Equation
(3), to generate the attention weights.

αi = so f tmax(s1, s2, s3, . . . , si, . . .) (3)

Finally, the weighted output of the input features based on attention Z will be used to
replace the input x as shown in Equation (4).

Z = ∑iαixi (4)

The (query, key, value) model is used to describe the idea of attention. A query Q is a
‘context’ and the prior hidden state is used as the query context in earlier equations. We want
to know what comes next based on what we already know. The value represents the input
features. The term “key” is merely an encoded version of the word “value.” The relevance
between the query and the keys is determined to create attention. The corresponding values
that are not relevant to the query are then hidden out. The Transformer architecture is a
unique encoder–decoder paradigm with an attention mechanism. Q, K, and V are not fed
directly to the attention module in the Transformer (according to the issue, K, Q, and V are
representations of the encoder and decoder states. The linear transformation of the states is
reflected in the weight matrices. They undergo training together with the rest of the neural
network block). These are first transformed using the trainable parameters matrices WQ,
WK, and WV . These parameter matrices are distinct for each layer and attention head.

Attention(Q, K, V) = so f tmax
(

QKT
√

dK

)
V (5)

The sentence is parsed with an RNN to produce an embedding vector to create a dense
representation of the sentence. A query is run on each word to encode the entire sentence.
The query is made up of the word itself. With each key in the sentence, the relevance of
this query is calculated. This word’s representation is just a weighted totality of the values
based on relevance, which is the attention output. The Transformer employs learned word
embedding to turn words into word embedding vectors during the encoding process. They
are then fed through an attention-based encoder, which produces the context-sensitive
representation for each word. There will be one output vector hi for each word embedding.
Then, the attention for all the words can be computed concurrently. The queries, keys, and
values are put into the matrices Q, K, and V in that sequence. The matrix product QKT will
calculate the degree of similarity between the queries and the keys as shown in Equation
(5). When the size d is significant, however, an issue with the dot products QKT may occur.

Position embeddings show that the positions of relative placements of words are
important. Transformers encode a word with all of its contexts and take positional infor-
mation into account as part of the word embedding. Even if the fixed position embedding
is not used, we may argue that the model weights will ultimately learn to take a relative
position into account. The attention formula reformulates and inserts two parameters (one
for values and one for keys) that take into account the relative position of words. Equation
(6) mentions the values of the parameters learned between positions i and j.

aV
ij , aK

ij (6)
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The contribution from the jth word is modified using aij when creating the attention zi
for the ith word. They can be trained rather than having their values fixed. The attention is
calculated, as given in Equations (7)–(11), with relative position.

Zi = ∑n
j=1αij

(
xjWV

)
(7)

αij =
exp

(
eij
)

∑n
k=1 exp(eik)

(8)

eij =
(xiWQ)(xjWK)

T

√
dZ

(9)

Zi = ∑n
j=1αij

(
xjWV + aV

ij

)
(10)

eij =
(xiWQ)(xjWK + aK

ij )
T

√
dZ

(11)

The Transformer employs fixed position embedding because it performs similarly to
other techniques but can handle sequence lengths that are larger than the ones trained.
To generate the vector representation, BERT employs the mentioned Transformer encoder.
The tendency toward bigger models with more parameters raises various difficulties [88].
The findings revealed that a 40% smaller Transformer, DistilBert, pre-trained by distillation
under the supervision of a larger Transformer (based on BERT) language model, could
produce equivalent efficiency while inferring 60% faster on a range of downstream tasks.
In our study, we use the DistilBert for representing text news events articles before these
documents are fed into classifiers.

3.3.2. News Events Classification: A Hybrid Approach

In this part of phase 3, the Random Forest ensemble classifier was used to classify
news events. The basic model was fine-tuned in our rule-based part and this was based on
simple or challenging logical expressions of NLP (Random Forest for classifier + DistilBERT
for document embedding). We have specific rule descriptions in this part of our hybrid
model that can impose such limits on phrases that are found in the data or not. However, in
this research’s experimentation, a basic vital language was created for making rule creation
easier. One or more rules may be associated with each event label. To assess if the input
news article fit the rule’s requirements, the supplied news item was compared to each rule.
When a label is rejected, the classifier’s number of false positives is kept to a minimum,
which increases accuracy. Due to the addition of a new class, false negatives would be
removed and recall would continue to improve. With this technique, we enhanced the
accuracy by 1.0% against the standard model by fine-tuning the classifier and establishing
unique rules for each label. Writing rules for each label did not require a substantial amount
of expert labour when compared to the efforts required to train the classifier on a training
set that includes a collection of documents for each label with specified rules.

3.4. Sentiment Classification of Banking News Events

In phase 4 of the study, the news was divided into two polarities: negative and positive.
The model input a set of news events as input and generated a sentiment label: {negative,
positive} as shown in Figure 2. To create a sentiment classifier, we employed a DistilBERT
model that has been pre-trained for transfer learning. The model was trained and tested on
news events from banking and other correlated domains extracted from overall financial
news as mentioned in Section 3.3.
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3.5. Event Study: Indian Banking (Private and Public Banks)

In the Indian banking system, the banks are categorized into private and public sectors.
We investigated how private and public bank stocks react to banking news, as well as
the way these responses fluctuate based on whether the news is negative or positive. We
also investigated whether the private and public banks react equally to the negative and
positive tone of news events.

Using the event study approach, the impact of six banking and governmental events
on the stock returns of Indian private and public banks was examined. This approach
estimates abnormal returns on the day ‘t’ after a banking news event is made public. The
announcement of the banking news event explains fluctuations in the corresponding bank’s
stock values. The market model has been the most broadly adopted anticipated return
model. It is based on the actual returns of a reference market as well as the relationship
between the company’s shares and the reference market. The difference between the actual
returns of a bank’s shares reported on a given day ‘t’ (Ri,t) and the expected returns that the
bank’s stock would have shown in the absence of the event calculates the abnormal returns,
which are calculated based on two parameters: the distinctive relationship between the
bank’s stock and the reference index (stated by the α and β parameters), and the actual
market’s return being referenced (Rm,t). The following equation expresses the model:

ARi,t = Ri,t − (αi + βiRm,t) (12)

The detailed analysis applied for several occurrences of the same sort may have
different stock market reaction patterns. The abnormal returns linked with diverse periods
before and after the event day is calculated as follows:

AAR =
1
N ∑N

i=1 ARi,t (13)

The total abnormal return is calculated by adding individual abnormal returns, which
represents the entire impact of an event over a certain time period (called an event window and
represented as (t1, t2)). The following equation calculates the cumulative abnormal returns:

CAR(t1, t2) = ∑t2
t=t1

ARi,t (14)

With the multiple observations of some event types in an event study, the cumula-
tive average abnormal returns (CAAR) (Refer to Appendix A Table A1) are calculated,
which represent the mean values of similar events. The following equation calculates the
cumulative average abnormal returns:

CAAR =
1
N ∑N

i=1CAR(t1, t2) (15)

The Standardised Cross-Sectional t-test technique is used to assess the statistical
significance of the CARs estimates [89] (Refer to Appendix A Table A1).
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4. Experiments and Analysis

We used Python-based code created in Google Colab to obtain news for our experi-
ments from public news sources such as Times of India, Money Control, Bloomberg, and
Financial Express. The python script was collecting news articles many times each day.
As a result, we accumulated roughly 10,000 financial news articles from between 2017
and 2020. We cleaned and prepared the news articles using the Tableau prep tool. To
extract banking and other relevant news, we chose to classify the news stories as banking,
government, global, and non-banking. These four categories were manually assigned to
the news items. The technique of manually labeling text articles by human experts (or
users) is time-consuming and labor-intensive, but it produces greater accuracy since expert
knowledge is used to label the texts with the proper information. We classified a selection
of representative media articles for each class as we went along. The labelers were experts
in the financial industry and financial markets. In a four-class classification, a team of three
experts performs feature selection to find the key or representative terms for each class.
Next, each text document is examined and assigned to the appropriate class based on the
representative words for each class. The classification tests were run on Python 3.8 with a
variety of Python-supported libraries (scikit-learn and imblearn) that included Machine
Learning and deep learning classifiers. The data had been skewed in nature as shown in
Figure 3 (Refer to Appendix A Table A2). As a result, several sampling procedures were
employed to balance the data across classes.
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We further classified the news articles separated from the overall financial news in the
previous phase into seven events (Refer to Appendix A Table A3): RBI Policies, Merger
or Acquisition, Results, Rating Agencies or Expert’s View, Governmental, Global, and
Fraud [87]. The news events were relevant to the private and public Indian banking sectors.
We also used transfer learning to divide the news events into negative and positive polarity
for sentiment categorization as shown in Table 2. While inputting our hand-labeled data set
into the supervised Machine Learning classifier Random Forest, the pre-trained DistilBERT
model was fine-tuned. Even with professionals in the field, classifying financial reports or
documents is challenging. Competence of the annotator is needed for the tagging of news
items with suitable sentiment. For classification, we have conducted experiments using the
TensorFlow library in python created and released by Google.
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Table 2. A collection of news articles with events labels from public and private Indian banks along
with sentiment polarity.

News Article

The Long-Term Issuer Default Rating (IDR) of Axis Bank Limited is ‘BB+’ with a Negative Outlook has been maintained by Fitch
Ratings, as has its Viability Rating (VR) of ‘bb’. RatingsAgencies_Experts_View Private Negative

Yes Bank reported a drop in revenue on a quarterly and annual basis. Total income for the current quarter was Rs 5972.12 crore,
down −2.46% quarter on quarter and −28.46% year on year. Results Private Negative

The industry and markets have long speculated about a merger between HDFC Limited (HDFC) and its banking business HDFC
Bank. The RBI’s internal working group has recommended that well-run major non-banking financial firms (NBFCs) be evaluated
for conversion into banks, which has sparked speculation of the HDFC twins merging. Mergers_and_Acquisitions Private Positive

After the merger of Allahabad Bank with it, Indian Bank sees growth in lending and deposits and new opportunities emerging
despite the lockdown, according to Padmaja Chunduru, Managing Director & CEO of Indian Bank. Mergers_and_Acquisitions
Public Positive

Because of decreased provisions and a one-time gain, the State Bank of India’s quarterly earnings climbed. The net profit of India’s
largest lender climbed by 81% year on year to Rs 4189 crore. Results Public Positive

Punjab National Bank reported a surprise quarterly loss on higher-than-expected provisions. The government-owned lender
reported a loss of Rs 4750 crore in the quarter ended March compared to a Rs 13,417-crore loss in the same quarter last year,
according to a press release. Results Public Negative

In this study, we investigated the relationship between CARs of Indian banks by sector
(private and public) and news sentiments (negative and positive) following banking news
events. The dependent variable was the CAR obtained from the data in the event study.
We created different event windows with lengths ranging from 120 days (−60 to +60) to
zero days (i.e., a one-day computation). The Standardised Cross-Sectional t-test technique
was used to assess the statistical significance of the CARs estimates. As mentioned earlier,
the banks fall under the public and private sectors. We evaluated how public and private
banks listed in NSE and BSE reacted to banking news events from short (1–5 days prior and
post news event publication) to long term (60 days prior and post news event publication).

We ran numerous experiments on our pre-processed data collected from web news
portals, applying the usual Machine Learning techniques described in the prior section. The
main goal of these trials was to find the best classifier for each situation. The classification
output of each classifier was derived using the metrics Precision, Recall, and F1-score. Ac-
curacy was achieved for all classifiers using a train–/test split of 75% and 25%, respectively,
and five-fold cross-validation.

SMOTE helps to balance class representation by duplicating minority class cases at
random. In comparison to alternative down and up-sampling strategies, the Random Forest
classifier with balanced data employing SMOTE has the maximum accuracy, according
to previous research [90]. The data were vectorized with the TF-IDF feature representa-
tion approach, and the data were balanced with SMOTE before being fed into Machine
Learning classifiers. The data were additionally vectorized using the DistilBERT feature
representation approach, and the data were balanced with SMOTE. The resultant feature
set was fed into different Machine Learning classifiers. The selected classifiers’ findings are
provided in the tables below.

Tables 3 and 4 demonstrate the results of each classifier when the TF-IDF feature
extraction approach was used to vectorize the data and it was balanced between classes
using the SMOTE over-sampling method.
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Table 3. Results for the classifiers for different classes with balanced data using SMOTE and vectorized
with TF-IDF on four-class classification on financial news.

Classifier
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Multi-layer
Perceptron 0.90 0.82 0.86 0.86 0.91 0.88 0.90 0.93 0.92 0.99 1.00 1.00

Decision Tree 0.86 0.81 0.83 0.91 0.95 0.93 0.85 0.86 0.86 0.98 1.00 0.99
Linear SVC 0.91 0.83 0.87 0.90 0.92 0.91 0.90 0.95 0.92 0.97 1.00 0.99
Logistic
Regression 0.88 0.86 0.87 0.91 0.90 0.91 0.92 0.91 0.91 0.95 1.00 0.97

Random Forest 0.86 0.94 0.90 0.96 0.92 0.94 0.93 0.88 0.90 1.00 1.00 1.00

Table 4. Accuracy of classifiers vectorized using TF-IDF with balanced data using SMOTE up-
sampling technique on four-class classification on financial news.

Classifier Accuracy (Train/Test) Cross-Validation

Random Forest 0.93 0.944
Logistic Regression 0.92 0.916
Linear SVC 0.92 0.922
Multi-layer Perceptron 0.91 0.919
Decision Tree 0.90 0.916

Among the classifiers—Multilayer Perceptron, Logistic Regression, Random Forest,
Decision Tree, and Linear SVC for all classes with balanced datasets using SMOTE up-
sampling—the Random Forest performed best in terms of accuracy, with 93% using the
train/test method and 94% cross-validation, as shown in Table 4. For the classifications—
Banking, Global, Non-Banking, and Governmental—the Random Forest achieved F1 scores
of 0.90, 0.94, 0.90, and 1.00, respectively. Tables 3 and 4 compare all of the described
classifiers for the four different classes.

Table 5 shows the results of each classifier when data were vectorized using the
DistilBERT feature extraction and when data were balanced across classes using the over-
sampling approach SMOTE.

Table 5. Results for the classifiers for different classes with balanced data using SMOTE and vectorized
with DistilBERT on four-class classification on financial news.

Classifier
Banking Global Non-Banking Governmental

P R F1 P R F1 P R F1 P R F1

Decision Tree 0.85 0.89 0.87 0.80 0.88 0.84 0.78 0.63 0.69 0.99 1.00 1.00
Linear SVC 0.94 0.94 0.94 0.87 0.95 0.91 0.87 0.72 0.79 0.97 1.00 0.99
Logistic
Regression 0.95 0.90 0.93 0.90 0.91 0.90 0.81 0.81 0.81 0.97 1.00 0.99

Random Forest 0.95 0.92 0.93 0.93 0.94 0.94 0.87 0.88 0.87 1.00 1.00 1.00
Multi-layer
Perceptron 0.95 0.94 0.95 0.91 0.94 0.93 0.89 0.84 0.87 0.99 1.00 1.00

Among the different classifiers—Linear SVC, Decision Tree, Random Forest, Logistic
Regression, and Multilayer Perceptron for all classes with balanced datasets using SMOTE
up-sampling—the Random Forest performed best, with 94% accuracy using the train/test
method and 94% cross-validation, as shown in Table 6. For the classifications—Banking,
Global, Non-Banking, and Governmental—the Random Forest achieved F1 scores of 0.93,
0.94, 0.87, and 1.00, respectively. Tables 5 and 6 compare all of the described classifiers for
four different classes.
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Table 6. Accuracy of classifiers vectorized using DistilBERT with balanced data using SMOTE
up-sampling technique on four-class classification on financial news.

Classifier Accuracy (Train/Test) Cross-Validation

Decision Tree 0.86 0.848
Random Forest 0.94 0.935
Linear SVC 0.91 0.912
Multi-layer Perceptron 0.94 0.913
Logistic Regression 0.91 0.898

The Random Forest classifier is shown to be effective with a pre-trained neural model
DistilBERT feature extraction and representation technique, and it does better in terms
of classification accuracy than that with the TF-IDF feature extraction and representation
technique by 1%. Although the MLP classifier with DistilBERT feature representation also
produced 94% accuracy using the train/test method, the same as of Random Forest classifier,
it was slightly less accurate with cross-validation by 0.02%. Therefore, the Random Forest
with DistilBERT is considered the best classifier among all, with the highest accuracy using
both the train/test split method and cross-validation.

In addition, we used a hybrid strategy that combines a rule-based approach with a
machine-learning algorithm to perform an experimental evaluation of Indian banking news
for event extraction and categorization to identify event scope and event triggers. The
banking news was first labeled into seven classes or events: Results, Rating Agencies or
Expert’s View, Merger or Acquisition, Governmental, Global, Fraud, and RBI Policies. The
accuracy, recall, and F1 score of the generated hybrid model and DistilBERT fine-tuned
using banking news events dataset and Random Forest classifier are shown in Table 7.

Table 7. Results of the DistilBERT fine-tuned with Random Forest classifier and proposed Hybrid
model on event classification [87].

Approach (Hybrid) DistilBERT + Random Forest + Rules DistilBERT + RandomForest

P R F1 P R F1
Global 1.00 1.00 1.00 1.00 1.00 1.00
Results 1.00 1.00 1.00 0.96 1.00 0.98
Fraud 1.00 1.00 1.00 1.00 1.00 1.00
RatingsAgencies_Experts_View 1.00 0.98 0.99 1.00 0.96 0.98
RBI_Policies 1.00 1.00 1.00 1.00 1.00 1.00
Merger_Or_Acquisition 0.98 1.00 0.99 0.97 1.00 0.98
Governmental 1.00 1.00 1.00 1.00 1.00 1.00

Table 8 shows that, of the two techniques, DistilBERT using Random Forest classifier
and suggested Hybrid model (i.e., transfer learning through DistilBERT and fine tuning with
own Rules for Random Forest), the Hybrid model performed best with an accuracy of 100%.

Table 8. Accuracy of the DistilBERT fine-tuned with Random Forest classifier and proposed Hybrid
model on event classification [87].

Classifier Accuracy (Train/Test)

DistilBERT + RandomForest 0.99
(Hybrid) DistilBERT + RandomForest + Rules 1.00

Furthermore, these news events were classified intonegative, positive, and neutral
sentiments. On banking news-event sentiments, Table 9 illustrates the accuracy, recall, and
F1 score of DistilBERT fine-tuned using different Machine Learning classifiers.
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Table 9. Results of the DistilBERT fine-tuned on banking news-events sentiments with Machine
Learning classifiers.

Classifier
Logistic Regression Random Forest Decision Tree Linear SVC
P R F1 P R F1 P R F1 P R F1

Positive 0.68 0.77 0.72 0.88 0.74 0.81 0.88 0.74 0.81 0.70 0.82 0.75
Negative 0.73 0.59 0.65 0.57 0.72 0.63 0.52 0.62 0.56 0.68 0.65 0.67
Neutral 0.85 0.92 0.88 0.88 0.88 0.88 0.78 0.84 0.81 0.82 0.69 0.75

As shown in Table 10, with an accuracy of 78%, the Random Forest outperformed the
other classifiers: Decision Tree, Logistic Regression, and Linear SVC. The influence of these
news events on sentiments on private and public banking stocks listed on the NSE and BSE
is examined.

Table 10. Accuracy of the classifiers with DistilBERT on banking news-events sentiments.

Classifier Accuracy

Linear SVC 0.73
Decision Tree 0.74
Random Forest 0.78
Logistic Regression 0.76

In Table 11, we observe highly statistically substantial negative mean CARs of −1.05%
and −5.05% in the event windows (−5, 5) and (D, 30) for private banks following the
publication of a negative banking news event. This indicates that investors have responded
in an identical manner to the tone of news events. The influence of negative banking
news articles on private banks continued one month after the news was published. As a
result, we assume that the banking news events with negative polarity will have an adverse
impact for a short to medium period on private banking stocks or indexes.

Table 11. The effect of banking news events with negative polarity on private and public banks stock.

Event Window
Private Banks Public Banks

Mean CAR t-Value Mean CAR t-Value

(−60, 60) 0.0624 0.961 −0.2481 *** −4.921

(−30, 30) 0.0181 0.560 −0.1725 *** −4.301

(−5, 5) −0.0105 * −1.653 −0.0830 * −2.197

(−1, 1) −0.0061 −0.360 −0.0287 *** −3.982

(−60, −1) 0.0219 0.312 −0.1486 *** −5.716

(−30, −1) −0.0268 −0.929 −0.0955 *** −3.030

(−5, −1) −0.0052 −0.307 −0.0464 * −1.763

(−1, D) −0.0006 −0.135 −0.0076 * −1.850

(D, 1) −0.0053 −0.369 −0.0215 *** −3.942

(D, 5) −0.0019 −0.102 −0.0396 ** −2.433

(D, 30) 0.0505** 2.249 −0.0874 *** −4.556

(D, 60) 0.0500 1.473 −0.1144 *** −3.357
Note: *, **, and *** represent the statistical significance at 10%, 5%, and 1%, in that order.

However, we observe highly statistically substantial negative mean CARs of −2.15%,
−3.96%,−8.74%,−11.44%,−0.76%,−4.64%,−9.55%,−14.86%,−24.81%,−17.25%,−8.3%,
and−2.87% in the event windows (D, 1), (D, 5), (D, 30), (D, 60), (−1, D), (−5,−1), (−30, −1),
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(−60, −1), (−60, 60), (−30, 30), (−5, 5), and (−1, 1) for public banks following the publi-
cation of a negative banking news event. This indicates that investors have responded in
an identical manner to the polarity of news articles. The impact of negative banking news
events on public banks was observed for two months after the news was released. As a
result, we anticipate that banking news articles with negative polarity will have a long-term
adverse influence on public banking stocks or indexes. Furthermore, the mean CARs are
negative in all event windows prior to the publishing of banking news with a negative
polarity. This demonstrates that investors may forecast negative news events on public
banking stocks before they occur. Banking news events with a negative polarity have a
greater impact on public banking stocks or index returns than private banking stocks.

In Table 12, we observe highly statistically substantial negative mean CARs of −2.46%
and −6.23% in the event windows (D, 5) and (D, 30) for private banks following the
announcement of a banking news event with positive polarity. The impact of positive
banking news events on private banks lasted one month after the news was published. As
a result, it is assumed that positive banking news events will have a substantial influence
on private banking stocks or indexes for a short to medium period. In the symmetric event
window (−30,30), a statistically significant negative mean CARs of −6.99% is observed.
This demonstrates that investors may forecast positive news events on private banking
stocks before they occur.

Table 12. The effect of banking news events with positive polarity on private and public bank’s stock.

Event Window
Private Banks Public Banks

Mean CAR t-Value Mean CAR t-Value

(−60, 60) −0.0882 −1.160 0.0993 0.544
(−30, 30) −0.0699 * −1.710 −0.0688 −1.436
(−5, 5) −0.0134 −1.030 −0.0231 −0.675
(−1, 1) −0.0017 −0.180 −0.0036 −0.310

(−60, −1) −0.0007 −0.015 0.1100 0.540
(−30, −1) 0.0017 0.068 −0.0329 −0.821
(−5, −1) 0.0116 1.335 0.0008 0.040
(−1, D) 0.0001 0.023 0.0133 1.423
(D, 1) −0.0020 −0.344 −0.0161 ** −2.390
(D, 5) −0.0246 *** −2.732 −0.0366 *** −2.973

(D, 30) −0.0623 ** −2.463 −0.0339 −0.937
(D, 60) −0.0599 −1.338 0.0095 0.180

Note: *, **, and *** represent the statistical significance at 10%, 5%, and 1%, in that order.

We also observe the statistically substantial negative mean CARs of −1.61% and
−3.66% in the event windows (D, 1) and (D, 5) for public banks following the publication
of a positive banking news event. The impact of positive banking news events on public
banks lasted for five days after the news was published. As a result, it is assumed that
positive banking news events will have a substantial impact on public banking stocks or
indexes for a short period. It is also clear that public banks’ stocks react more to negative
news events as compared to positive news events in the same manner as the tone of the
news events.

5. Conclusions and Future Works

The goal of this paper was to perform an event study on private and public bank
stocks listed in NSE and BSE. It was found that the influence of banking news with negative
polarity on private banks lasted one month after the news was published, with statistically
substantial negative mean CARs of −1.05% and −5.05% in the event windows (−5, 5) and
(D, 30) following the announcement of the negative banking news event. Conversely, the
impact of negative banking news events on public banks was observed for two months
after the news was released, with highly statistically substantial negative mean CARs
of −2.15%, −3.96%, −8.74%, −11.44%, −0.76%, −4.64%, −9.55%, −14.86%, −24.81%,
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−17.25%, −8.3%, and −2.87% in the event windows (D, 1), (D, 5), (D,30), (D,60), (−1, D),
(−5, −1), (−30, −1), (−60, −1), (−60, 60), (−30, 30), (−5, 5), and (−1, 1) for public banks
following the announcement of the banking news with negative polarity. As a result, it
is anticipated that banking news with negative polarity will have a long-term negative
influence on public banking stocks or indexes as compared to private bank stocks.

Moreover, the impact of positive banking news events on private banks lasted one
month after the news was published. As a result, it is assumed that positive banking news
events will have a substantial impact on private banking stocks or indexes for a short to
medium period. The impact of positive banking news events on public banks lasted for
five days after the news was published. As a result, it is assumed that positive banking
news events will have a substantial impact on public banking stocks or indexes for a very
short period. It is also clear that public bank stocks react more to negative news events
as compared to positive news events, in the same manner as the tone of the news events.
We looked at the effects of news events on the banking sector in India. However, future
studies might concentrate on how large event news announcements’ tones affect other
sectors. Furthermore, even though we analyzed data from India, future studies might be
focused on capturing cross-country implications.

It is quite visible that the Random Forest classifier performs better for multiclass
classification on financial news datasets than Linear SVC, Decision Tree, MLP, and Logistic
Regression Machine Learning models. Furthermore, when it comes to financial news
classification, event classification, and sentiment classification, transformers-based pre-
trained DistilBERT word embeddings outperform standard TF-IDF with the Random Forest
classifier. It can also be seen that the SMOTE sampling technique deals with the unbalanced
datasets perfectly, produces appropriate samples for each class in multiclass classification,
and results in a highly accurate classification with the Random Forest classifier. We intend
to examine further appropriate sentiment classification applications to new analytic areas
in the future. We would want to obtain enough training data to apply to the model using
novel transfer learning-based approaches. In addition, for multi-class prediction, we would
want to increase the number of classification labels.
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Appendix A

Table A1. The terms and symbols used in the event study.

Term/Symbol Description

BSE Bombay Stock Exchange
NSE National Stock Exchange
RBI Reserve Bank of India

Nifty ‘National Stock Exchange Fifty’, the benchmark
index for the National Stock Exchange in India

Sensex The benchmark index of the Bombay Stock
Exchange in India

CAR Cumulative Abnormal Return
CAAR Cumulative Average Abnormal Return
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Table A2. The class-wise documents count before the data-balances technique for the year 2017–2020.

Class Document Count

Banking 916
Global 1609

Governmental 421
Non-Banking (Others) 7054

Table A3. The event-wise documents count used in the event study for the year 2017–2020.

Event Document Count

RBI Policies 100
Merger or Acquisition 100

Results 100
Rating Agencies or Expert’s View 100

Governmental 100
Global 100
Fraud 100
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