
Citation: Peter, G.; Stonier, A.A.;

Gupta, P.; Gavilanes, D.; Vergara,

M.M.; Lung sin, J. Smart Fault

Monitoring and Normalizing of a

Power Distribution System Using IoT.

Energies 2022, 15, 8206. https://

doi.org/10.3390/en15218206

Academic Editor: Ch. Rami Reddy

Received: 9 October 2022

Accepted: 1 November 2022

Published: 3 November 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Smart Fault Monitoring and Normalizing of a Power
Distribution System Using IoT
Geno Peter 1, Albert Alexander Stonier 2, Punit Gupta 3 , Daniel Gavilanes 4,5,6,*, Manuel Masias Vergara 4,7,8,*
and Jong Lung sin 9

1 CRISD, School of Engineering and Technology, University of Technology Sarawak, No.1 Jalan Universiti,
Sibu 96000, Malaysia

2 School of Electrical Engineering (SELECT), Vellore Institute of Technology,
Vellore 632014, Tamil Nadu, India

3 School of computer Science, University College Dublin, D04 V1W8 Dublin, Ireland
4 Center for Nutrition & Health, Universidad Europea del Atlántico,

Isabel Torres 21, 39011 Santander, Spain
5 Universidad Internacional Iberoamericana, Arecibo, PR 00613, USA
6 Universidade Internacional do Cuanza, Cuito, Bié, Angola
7 Área de Nutrición y Salud, Universidad Internacional Iberoamericana, Campeche 24560, Mexico
8 Fundación Universitaria Internacional de Colombia, Bogotá 111311, Colombia
9 Sarawak Electricity Supply Corporation, Kuching 93050, Malaysia
* Correspondence: daniel.gavilanes@uneatlantico.es (D.G.); manuel.masias@uneatlantico.es (M.M.V.)

Abstract: Conventional outage management practices in distribution systems are tedious and com-
plex due to the long time taken to locate the fault. Emerging smart technologies and various cloud
services offered could be utilized and integrated into the power industry to enhance the overall
process, especially in the fault monitoring and normalizing fields in distribution systems. This paper
introduces smart fault monitoring and normalizing technologies in distribution systems by using
one of the most popular cloud service platforms, the Microsoft Azure Internet of Things (IoT) Hub,
together with some of the related services. A hardware prototype was constructed based on part of a
real underground distribution system network, and the fault monitoring and normalizing techniques
were integrated to form a system. Such a system with IoT integration effectively reduces the power
outage experienced by customers in the healthy section of the faulted feeder from approximately 1 h
to less than 5 min and is able to improve the System Average Interruption Duration Index (SAIDI)
and System Average Interruption Frequency Index (SAIFI) in electric utility companies significantly.

Keywords: fault monitoring; normalizing technologies; Microsoft Azure Internet of Things (IoT);
System Average Interruption Duration Index; System Average Interruption Frequency Index

1. Introduction

The smart grid or intelligent grid is a modernized electricity network that can in-
telligently integrate varieties of digital computing and advanced communication tech-
nologies to effectively deliver sustainable, economical, and secure electricity supplies to
consumers [1]. The development and implementation of smart grid technologies present
numerous challenges, but the challenges continue to motivate electric power industry
stakeholders such as utilities, vendors, manufacturers, regulators, governments, and con-
sumers to recognize and address the challenging issues [2]. The smart grid has become the
current trend of the grid system and can be described as a modern power generation and
distribution infrastructure that can automate and manage the increasing complexity and
needs of electricity in the 21st century [3]. To transfer traditional power grids to smart grids,
a number of components and technologies have to be developed, such as distributed energy
resources (DER), energy storage, power electronics, management (control, automation,
monitoring, and protection), and communication [4]. Most electric power utilities use

Energies 2022, 15, 8206. https://doi.org/10.3390/en15218206 https://www.mdpi.com/journal/energies

https://doi.org/10.3390/en15218206
https://doi.org/10.3390/en15218206
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0001-7606-3014
https://orcid.org/0000-0001-7555-5017
https://doi.org/10.3390/en15218206
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en15218206?type=check_update&version=1


Energies 2022, 15, 8206 2 of 22

standard reliability metrics, such as the System Average Interruption Frequency Index
(SAIFI) or System Average Interruption Duration Index (SAIDI), to evaluate the reliability
of their electricity distribution [5]. Some of the parameters, such as interruption duration,
the total number of customer interruptions and the total number of customers served,
are essential to calculate the SAIDI and SAIFI values, and the shorter the interruption
duration or the fewer the number of customer interruptions, the higher the reliability of
the utility’s power supply. Supervisory Control and Data Acquisition (SCADA) systems
are very well proven within the substation region, but there has been very little monitoring
done on the distribution side due to the geographical distribution [6]. Although the SCADA
systems used by utility companies have primarily relied on the circuit breaker tripping
status to conclude a fault in a particular distribution feeder line, the technical crew still
has to be physically dispatched to patrol the specific feeder section to locate the fault and
then manually switch to isolate and earth the faulty section. This may take around 45 to
75 min before power is restored to the non-faulty section of the feeder, which only consists
of outage report time, travel time for technical crew to reach the area, patrol time, and
repair time [7]. Manual operations are usually required to isolate the faulty section, and
this can take several hours, during which time many customers are without electricity [8].
For example, to locate a fault after the occurrence of a fault with the operation of protective
relays and circuit breakers, a group will be dispatched to the faulted area to anticipate
the faulted feeder by reclosing the substation breaker or other protective devices, such as
reclosers, to confirm that the anticipated faulty feeder is downstream from the detachment
point [9]. During this process, the supply to the consumers may be interrupted. Moreover,
this kind of “hit and miss” strategy to identify the faulted feeder segment can result in
unnecessary wear on protection equipment on the feeder being tried, reduce hardware life
and expand the time required for support [9]. Not only that, testing by switching on the
feeder may cause wear on the feeder cable or line and could lead to eventual failure. The
proposed fault detection and monitoring via the Internet of Things (IoT) in the distribution
feeder network can be used to address the problem above. By applying the concept of IoT,
work can be done in a more efficient way as it provides scalability, interoperability, and
enhanced security with the IoT platform.

Research Contribution

â Design and development of hardware prototype for the fault monitoring and normaliz-
ing of a power distribution system based on part of a real distribution network system.

â Integration of IoT technology with the power system to gather all the input data from
the system and route it to different endpoints for data processing and visualization.

â Accomplished field device control from the cloud.
â The shortened duration of fault location enables the improvement of the SAIFI and

SAIDI indices.

2. Problem Statement

Most utility companies utilize SCADA systems to gather real-time data information
about a substation, transfer it back to a central site, and then carry out any necessary analysis
and control. After that, the information will be displayed in a logical and organized order
for humans to interpret and use accordingly. However, the SCADA system employed in
the distribution network can only identify which distribution feeder line is faulty, and the
technical crew still has to physically patrol the sections to detect the faulty section along the
distribution feeder. It may take up to a few hours before the power supply is restored to
the non-faulty feeder section, and all customers will experience power outages throughout
the period. These conventional practices for outage management in utility companies are
tedious, mainly because the technical crew takes a long time to locate the fault.
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3. Literature Review
3.1. Smart Grid Components

To transfer a traditional power grid to a smart grid, a number of components and tech-
nologies have to be developed, such as distributed energy resources (DER), energy storage,
power electronics, management (control, automation, monitoring, and protection), and
communication [4]. The complexity and non-linearity of the power system network struc-
ture require comprehensive and developed management and communication components
or technologies to ensure the reliability, security, and efficiency of the electric grid.

3.2. Outage Management

The fault management system is critical in grid systems as electrical equipment used
in the system is vulnerable to the effect of faults such as short circuits or overloading faults,
and if the fault is left unattended, power equipment in the power system and consumers’
equipment will be severely damaged, resulting in outage [8]. The intelligent monitoring
and control enabled by modern information and communication technologies have become
essential to realize the envisioned smart grid to deliver a reliable, secure, and cost-effective
service that is not limited to fault management [9]. More specific capabilities of the fault
management system come under the category of DA, which is a set of technologies that are
applicable by utility companies to allow the remote monitoring, coordination, and control of
distribution components in remote locations based on real-time data from sensors [7]. The
number of interrupted customers and the customer interruption duration can be minimized,
which is the goal of utility companies, to improve their standard reliability indices, SAIDI
and SAIFI [10]. The conventional method for fault detection and service restoration relies
on customer reports during outages, where when the fault occurs, customers will call the
utility company through the customer service hotline and report the outage [11]. Once the
utility receives the report from customers and all the details have been recorded, the utility
company will send a technical crew to the reported area to patrol and locate the faulted
section. This conventional method for fault detection and service restoration possesses
several disadvantages, such as reliability (long customer interruption duration and a large
number of customer interruptions), the non-efficient use of personnel and resources, and
possible damage to power equipment [7].

3.3. Existing Fault Monitoring Techniques

The key factor to be improved in the conventional method is to identify the exact
location of the fault as soon as possible or to be able to anticipate the fault occurrence [7].
By doing so, the technical crew no longer has to spend time patrolling the faulted area and
locating the fault and can focus directly on the troubleshooting or repair of the section, and
the customer interruption duration can be reduced significantly. Numerous proposals and
techniques for identifying and locating faults are available with different capabilities of
fault location, and most of them are based on the sensing of the parameters of the fault in
transmission or distribution systems with the help of intelligent electronic devices (IEDs)
associated with the switches in the feeder network [11]. In [12], a monitoring system
of electrical assets that provides a response to an abnormal operating condition of any
electrical asset was proposed. The central command processor helps to determine fault
location, type, and response using the data obtained from the sensors. The advancement of
new technologies and growing real-time monitoring and control capabilities are increasing
the feasibility of applying various schemes in a broader fashion in distribution systems. In
contrast to the limited real-time data obtained from protective devices due to fewer moni-
toring devices in the past, now, most distribution equipment, such as power lines, cables,
circuit breakers, switches, and transformers, can be monitored to overcome the limitation
of the conventional real-time supervision of distribution systems. Moreover, the use of
IEDs as controllers based on voltage and current sensors, fault indicators, the utilization
of SCADA technologies, the development of automatic meter reading technology, and
high-speed communication technologies enables fast and accurate responses to fault situa-
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tions, with real-time monitoring features [13]. The fault location method includes artificial
intelligence-based methods such as Artificial Neural Networks (ANN), Support Vector
Machines (SVMs), and fuzzy logic. Some of the proposals integrate wavelet transform
techniques with fuzzy logic to enable fast and accurate fault detection and classification.
The common problem with all these existing methods is that they help to detect and analyze
the fault, but the normalization of the distribution system is not considered.

3.4. Smart Measurement Devices

The usage of accurate and smart measurement devices is quite low in distribution
networks due to the high prices of the devices, and the installation of numerous phasor
measurement units (PMUs) or smart meters could result in high data traffic together with
large computational loads [14]. Taking advantage of advanced metering, the need to
rely on manual outage mapping using customers’ calls, measurements of voltage and
current components at the substation, and network electrical parameters as fault location
techniques can be reduced. Smart meters can be installed along the feeder to record the
pre-and during-fault voltages, and the difference between pre-and during-fault voltages
is then used to detect the faulted bus, where the faulted bus corresponds to the point
where the highest voltage drop is observed [15]. A proposal in [16] uses the voltage sag
vector from smart meters and an impedance matrix to produce a current vector that is
sparse enough, with one non-zero element that corresponds to the bus at which a fault
occurs. The integration of automated outage mapping techniques with smart meters that
have built-in voltage sag measurement capabilities is frequently used as a fault location
technique to improve accuracy and precision in fault location by reducing computing
demand and the possibility of multiple estimations [16]. The reference in [15] and other
sensitivity studies show that voltage sags for all buses on a feeder can be estimated from a
few voltage sag measurements along the feeder, with satisfactory performance even with a
reduced number of feeders.

3.5. Distribution Automation (DA) Application

All of the fault detection, classification, and location techniques reviewed above
can then be used as high-quality fault information for processing and utilization in self-
healing or normalizing systems to achieve DA. Numerous DA applications have been
proposed, and some are commercially available in the market with different capabilities;
these applications share a common purpose, which is to achieve the self-normalizing or
healing capability, high reliability, and power quality of the grid system. One of the most
popular DA applications is Fault Location, Isolation, and Service Restoration (FLISR),
which is the utilization of advanced protective and switching devices to automatically
locate and isolate faulted feeder sections and restore the maximum number of customers
located in the healthy sections [7]. The centralized solution uses SCADA-enabled switches
and sensors to detect an outage at critical points in the distribution location, assess the
failed pattern, detach the goof, and carry out the operation in the failed areas [17]. The
information gathered at the SCADA system can be processed at the distribution, operation,
or substation level to achieve the highest feeder optimization, with more complicated
switching logic and adequate load distribution, by considering all the constraints [12,18].

3.6. Advancement in Communication Technologies

We should consider contingencies in any of the schemes to ensure the reliability and
effectiveness of the schemes before deploying them in the complex distribution network to
achieve DA. For example, great resilience of the communication networks or intact com-
munication links between the IEDs or agents are required in DA applications as they must
be able to communicate the essential monitoring or control information to the automated
switches or recloses in case the grid system is damaged or not functioning properly [19].
Thus, a high-performance communication network infrastructure is needed as a base for
bidirectional links for real-time monitoring and control, with stringent requirements such
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as the fast delivery of massive amounts of reliable data. The integration of high-speed
wireless communication technologies such as the Global System for Mobile Communi-
cation (GSM) or Wi-Fi in fault management applications can be used to achieve IoT for
real-time monitoring and control over physical devices [20]. GSM also has the low-cost
implementation of the short message service (SMS), known as text messaging, to send
and receive messages in text, and it is particularly useful in remote data monitoring and
communication due to its ability to transfer bidirectional data with accurate output [20,21].
The lack of a real-time monitoring system can lead to serious failures, such as damage to
the underlying equipment’s connections due to the late identification and recognition of
unexpected situations, becoming a threat to humans nearby [22]. Thus, the author in [23]
proposed a GSM-based signaling system that will detect the changes in the voltage–current
parameters of distribution transformers; wherever the present threshold is exceeded, the
microcontroller will initiate a message instantly to the person in charge via a GSM modem
for the prediction of fault type and location based on the parameters. A fault detection
system for low tension (LT) pillars can enable automation on the low-voltage side of
distribution networks, where the fault information (fuse blown status) will be sent from
the LT pillars to an intermediate via ZigBee communication and then transmitted to the
main control center using a GSM technique [24]. Cellular technologies such as GSM, often
coupled with GPRS (general packet radio service) for data transfers, are commonly used
to achieve the IoT for fault detection and monitoring applications that do not require
large amounts of data transfer [25–27]. The IoT can be termed as the third wave of the
information industry (after the computer and the internet and mobile communication
network) that consists of sensor technology, communication networks, internet technology,
and intelligent computing technology to achieve the real-time collection of things, reliable
transmitting, and the intelligent computation and control of things [28,29]. IoT technology
has been slowly integrated into the industrial operation environment with the extensive
deployment of wireless sensor networks, embedded systems, and cheap sensors to achieve
industrial automation in the context of Industry 4.0; this technology can be addressed
as Industrial IoT (IIoT) [30,31]. Hidden information can be extracted via data mining for
accurate fault prediction or detection so that a more efficient use of manpower or resources
can be achieved due to condition-based maintenance instead of periodic maintenance [32].
The IoT platform is essential for managing the stream of data generated from individual
sensors [33–36]. A number of middleware or IoT platforms are currently available in the
market to provide an abstract view of their functionalities through the interoperability
between heterogeneous data sources in terms of hardware or software [37,38].

3.7. SCADA Technologies

The SCADA (Supervisory Control and Data Acquisition) system is a centralized con-
trol system that is used extensively in the utility industry to achieve industrial automation,
where its primary responsibility is to monitor electrical equipment based on field devices
such as remote terminal units or IEDs installed in specific equipment in distribution net-
works and carry out appropriate control actions based on the data acquired. The SCADA
technique has been very well proven within the substation region, and the system is being
utilized to build human–machine interfaces (HMIs) with graphical user interface (GUI)
functions so that engineers and technicians are able to monitor and control the system re-
motely. The SCADA system lacks interoperability as the integration of devices into different
models or versions requires seamless programmability for devices and sensors compared
to the IoT, where protocols such as MQTT (message queuing telemetry transport) allow
interoperability over various devices. The SCADA system has limitations in analyzing
historical data compared to the IoT, which helps utility companies to gain insights from all
the data stored by using big data processing and machine learning algorithms for the fault
prediction and normalizing systems.
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3.8. Microsoft Azure

Azure is a cloud computing platform that allows developers to publish web applica-
tions running on different frameworks and written in different programming languages,
such as any .NET language, node.js, php, Python, and Java. Cloud providers offer different
levels of services and can be classified into three main categories, such as Infrastructure
as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). IaaS is
the delivery of hardware in terms of servers, storage, and networks, together with associ-
ated software such as operating systems virtualization technology and file systems as a
service. PaaS provides operating systems, programming language execution environments,
databases, and web servers; in other words, a virtualized computing platform. Lastly, SaaS
is where the providers host and manage the application service software in their database,
and users that use the services do not manage the infrastructure and platform on which
their applications run [39,40]. The IoT Azure Hub is essential in order to implement the
IoT reference architecture to support a wide variety of devices and different processing
patterns with high security and extensibility [41,42]. The authors of [43] proposed an
elevator monitoring application implemented in the cloud, where Microsoft Azure was
used in its development. The fault detection and the notification response were quite fast,
around 5 s using the Azure notification hub, and the database enabled the storing of fault
information for data mining.

4. Research Methodology
4.1. Research Consideration

Most utility companies depend solely on customer calls and the tripping status of the
upstream circuit breaker to conclude the fault on a specific distribution feeder [18]. By the
time the supply is restored to the non-faulty section of the feeder, all the customers within
that section would have experienced a power outage of between 45 to 75 min, which is
1 h approximately. The time analysis for conventional outage management procedures is
shown in Figure 1 below.

Energies 2022, 15, x FOR PEER REVIEW 6 of 23 
 

 

functions so that engineers and technicians are able to monitor and control the system 
remotely. The SCADA system lacks interoperability as the integration of devices into dif-
ferent models or versions requires seamless programmability for devices and sensors 
compared to the IoT, where protocols such as MQTT (message queuing telemetry 
transport) allow interoperability over various devices. The SCADA system has limitations 
in analyzing historical data compared to the IoT, which helps utility companies to gain 
insights from all the data stored by using big data processing and machine learning algo-
rithms for the fault prediction and normalizing systems.  

3.8. Microsoft Azure 
Azure is a cloud computing platform that allows developers to publish web applica-

tions running on different frameworks and written in different programming languages, 
such as any .NET language, node.js, php, Python, and Java. Cloud providers offer differ-
ent levels of services and can be classified into three main categories, such as Infrastruc-
ture as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). IaaS 
is the delivery of hardware in terms of servers, storage, and networks, together with as-
sociated software such as operating systems virtualization technology and file systems as 
a service. PaaS provides operating systems, programming language execution environ-
ments, databases, and web servers; in other words, a virtualized computing platform. 
Lastly, SaaS is where the providers host and manage the application service software in 
their database, and users that use the services do not manage the infrastructure and plat-
form on which their applications run [39,40]. The IoT Azure Hub is essential in order to 
implement the IoT reference architecture to support a wide variety of devices and differ-
ent processing patterns with high security and extensibility [41,42]. The authors of [43] 
proposed an elevator monitoring application implemented in the cloud, where Microsoft 
Azure was used in its development. The fault detection and the notification response were 
quite fast, around 5 s using the Azure notification hub, and the database enabled the stor-
ing of fault information for data mining. 

4. Research Methodology 
4.1. Research Consideration 

Most utility companies depend solely on customer calls and the tripping status of the 
upstream circuit breaker to conclude the fault on a specific distribution feeder [18]. By the 
time the supply is restored to the non-faulty section of the feeder, all the customers within 
that section would have experienced a power outage of between 45 to 75 min, which is 1 
h approximately. The time analysis for conventional outage management procedures is 
shown in Figure 1 below. 

 
Figure 1. Conventional outage management procedures. 

It is possible to improve the conventional outage management procedures by short-
ening the duration of power outages experienced by customers in the healthy section of 
the feeder. A major portion of time can be saved as the fault location is done automatically 
by the monitoring system and the technical crew is no longer required to patrol the line 

Figure 1. Conventional outage management procedures.

It is possible to improve the conventional outage management procedures by short-
ening the duration of power outages experienced by customers in the healthy section of
the feeder. A major portion of time can be saved as the fault location is done automatically
by the monitoring system and the technical crew is no longer required to patrol the line to
locate the fault. Moreover, the duration of the outage can be further reduced by implement-
ing the remote control of field switchgears so that the technical crew will not have to reach
the site for the manual control of switchgears, either for isolation or restoration. Therefore,
to have a system that is able to shorten the duration of the outage experienced by customers,
the system must fulfill two important features—one is smart fault monitoring and the other
is the remote control of field switchgears. Apart from that, both important features will be
integrated with the concept of IIoT to achieve real-time distribution structural awareness,
faster fault localization, and the remote control of switchgears to restore supply to the
non-faulty feeder sections. The performance of the system is shown in Figure 2. The time



Energies 2022, 15, 8206 7 of 22

taken for supply restoration to the healthy section of the feeder can be shortened to less
than 5 min after the implementation of such a system. The deployment of such a system is
expected to improve the SAIFI and SAIDI indices significantly due to the shortened time
for fault localization and the normalizing of the system.
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4.2. Structure of Distribution Feeder Network

The structure of an 11 kV distribution feeder system is shown in Figure 3. This structure
is a hybrid system with a combination of underground (UG) feeders and overhead lines
(OHLs); however, the majority of the distribution feeder networks are UG due to the low
incident rates for UG construction. The UG distribution feeder is connected in a ring main
circuit with a normally open point (NOP) assigned by the utility company based on load
balancing calculations [44]. The purpose of such a point is to avoid circulating current, and
in case a fault occurs on the line, the normally open point can be switched on after the
isolation of the fault to allow some portion of the faulted circuit (non-faulty feeder section)
to be restored quickly. The identification of the cable fault at the switchgear terminal is
normally made by observing the switchgear, where carbonization on the metal case of the
switchgear (cable box) will indicate the cable fault at specific switchgears. However, for
UG cables, locating the fault of the feeder line between switchgears is tedious compared
to fault locating for OHLs due to the nature of the UG cable, which is not visible as it is
buried underground. Several techniques are available to locate faults in UG cables, such as
sectionalizing, the thumping method, time-domain reflectometry (TDR), the arc reflection
method (ARM), the impulse current method (ICM), and the blavier test.

4.3. Hardware Prototype Configuration

In order to demonstrate the functionality of our proposed concept, a hardware pro-
totype was constructed based on the distribution feeder configuration discussed in the
previous section. The design of this hardware prototype is important so that it can best
illustrate the real scenario of distribution feeder line systems. The design of this hardware
prototype is shown in Figure 4. Autotransformers (415 V/290 V) were used to simulate the
33 kV/11 kV transformers, 18W LED bulbs to represent the loads, and double pole double
throw relays (DPDT) to represent switchgears. However, not all DPDT relays were used as
switchgears; for example, relays DPDTS1 and DPDTS2 were used to represent the operation
of the upstream circuit breakers for the substations. The prototype monitoring system, in
this case, is based on two inputs—one is the DPDT relay status and the other is the fault
alert information. Since the output of the DPDT relay status corresponds to the energization
of the respective relay coils, some circuit designs and logic will be implemented on the relay
coil side in order to obtain the relay state. Next, the fault alert information can be obtained
by using fault alert switches to indicate the fault occurring on a specific line. In the real
distribution system, two-state real-world information will be acquired by using an isolated
voltage or current source to sense the position of the remote contact (open or closed) at the
telemetered or motorized switchgears. For fault identification in the distribution system,
the signals or inputs can be tapped directly from fault sensors, such as voltage, current,
temperature, vibration, or light sensors. The NodeMCU will be used as the IoT device to
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gather all the inputs, the DPDT relay, and the fault alert status. These inputs are very impor-
tant to establish whether such a fault monitoring system would be capable of visualizing
the current condition of the distribution system. PCF8574 modules were used to extend the
I/O pins of the NodeMCU due to the large input and output requirements in this research.
The NodeMCU, with built-in ESP8266 Wi-Fi, aided in providing internet connectivity for
the system. Apart from that, the circuit design and wiring must be designed in such a
way that IoT devices will be able to read all DPDT relay statuses and fault alert signals
while being ready to accept any control commands from the cloud for the remote-control
operation of relays.
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Figure 5 shows the proposed system architecture. Both relay and fault alert status
will be used as inputs to the system, while the IoT device (NodeMCU) is used as an IoT
gateway to transmit the telemetry data to the cloud or receive the control commands from
the cloud. The IoT Hub will be the platform that is used to transmit or receive the data to
or from the IoT device. This prototype consists of 415 V/290 V step-down transformers,
which represent the 33 kV/11 kV transformers of a real-time power distribution system.
The DPDT relays in the prototype represent the 11 kV switchgears of the power distribution
system, and LED bulbs represent the loads in the power distribution system. The structure
of this hardware prototype is based on the sample part of a ring main 11 kV distribution
feeder network to best simulate the system. In short, the development of this research
is divided into four categories, which are hardware prototype configuration, IoT device
programming, Azure cloud platforms, and web application development. Next, the testing
of the system was done by simulating faults on specific sections on the feeder line, and all
observations were recorded.
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4.4. Hardware Configuration

The hardware prototype was built to test and prove the functionality and feasibility
of this system before it is implemented in a real-scenario distribution system. Thus, the
hardware setup mainly followed the 11 kV distribution feeder in regional distribution
networks in terms of the ring main circuit. From Figure 6, the major components used were
2 autotransformers, the control box as the IoT device that contains the NodeMCU, 14 DPDT
relays positioned in a loop, 7 LED bulbs as loads, and 7 fault alert switches.
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Figure 7 shows the schematic diagram of the hardware setup. Based on the configura-
tion in the figure above, a total of seven LED bulbs (loads) was connected in parallel to the
single-phase supplies, with DPDT relays (switchgears) in between.
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4.4.1. Autotransformer

The three-phase autotransformer had a secondary line voltage of 290 V, which was
stepped down from 415 V. As a safety precaution, the autotransformer wye-point must
first be connected to neutral to stabilize the voltages. The star point was grounded to
limit voltages to the ground, and in the event of a ground fault, it could be tripped as
protection. A single-phase voltage of 167 V was used as the supply source so that there was
no phase difference between each source, which is crucial in this case to avoid explosions
or equipment damage during synchronizing switching.

4.4.2. Double Pole Double Throw Relays and Fault Switch

From the hardware setup, it can be seen that a total of 16 DPDT relays were used in the
prototype, and two of the relays, DPDTS1 and DPDTS2, were used to simulate the working
of the upstream circuit breaker in the distribution system. To make the system cost-effective
and practical, only seven of the relays were remote-monitored and had remote-control
features. Those relays were positioned in between the normal relays. The real-time status
of the seven DPDT relays is essential as it provides the input data for the distribution
system modeling in the cloud. Moreover, the remote control of the seven DPDT relays is
also important for the normalizing part of the system so that it can be switched to either
“closed” or “open” according to the control commands received from the cloud. Apart
from the DPDT relay status, fault alert input will be another input to this system. The
faults along the line are located using fault switches, where the status of the fault will then
be read by the IoT device and sent to the cloud for processing and monitoring. Note that
the number of fault switches corresponds to the number of remote-control relays and are
located near them. This is because fault sensors will normally be installed together with
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the telemetered and motorized switchgears so that both share a common communication
structure to save cost.

4.4.3. IoT Device Development

During IoT device development, various functionalities and features, such as Wi-
Fi module interfacing, relay status reading and control, fault alert reading, and smart
algorithm for circuit breaker simulation operations, are essential to ensure the working of
this smart fault monitoring and normalizing system. Figure 8 below shows that the IoT
device starts connecting to Wi-Fi immediately after connecting a power supply to it. Since
the user has input its credentials earlier, the device will reconnect to Wi-Fi automatically.
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Figure 9 shows the device connecting to the IoT Hub. After reading all the input data
and formatting it into the JSON format, the IoT device will start sending all data to the IoT
Hub, as shown in Figure 10. Since the connection to the IoT Hub is not yet established, the
process of connecting to the Hub is started while putting the data on hold. The connection
to the IoT Hub will only be started once the IoT device is powered on.
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4.4.4. Web Application Development

The web designs for smart fault monitoring and remote-control websites are shown
in Figures 11 and 12, respectively. Both web applications were written in Node.js, and
each consists of front-end (client-side) and back-end (service-side) scripts to ensure the
applications work properly.
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All the code editing, testing, and debugging for the web applications were done in
Visio Studio Code because it had various features that could ease application development,
such as “IntelliSense”, built-in git commands, and various choices of extension.
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As shown in Figure 12, the coding of this remote-control website can be classified into
three important parts, one under service-side scripts and the other two as client-side scripts.
“app.js” will be the service-side script that receives the HTTP POST request from the client
(web browser), and the data stored in the request body will pass to form the processing
function as an argument.

5. Results and Discussions

The testing of the smart fault monitoring and normalizing system was done in
two modes—one to let the system operate under normal operating conditions and the
other to simulate the fault in the hardware prototype.

5.1. Normal Operating Condition

Under healthy operation conditions, all red LEDs are in the off condition, with no
indication of faults, whereas all DPDT relays are in the “closed” mode except for the
normally open point (NOP- DPDT Relay 7). Moreover, all seven LED bulbs (Loads) light up
as usual, as shown in Figure 6. The smart fault monitoring website is opened by using the
web browser, and only authorized persons may enter it. After successfully signing in, we
noticed that the current configuration of the hardware prototype (distribution system) was
updated and modeled in real-time on the fault monitoring website, as shown in Figure 11.
The “updated on” field provides the date and time information of the system modeling
and is refreshed every two to four seconds, depending on the upload speed. Moreover, the
green color lines indicate that the lines are energized and that the current system is in a
“healthy” mode, as implied in the “remarks” field.

5.2. Simulating Fault on Line 11

In order to demonstrate the behavior of the system, a fault on Line 11 was simulated
using a fault switch. When the fault switch on line 11 in the hardware was triggered, the
red LED for Line 11 lit up and the supply to the LED bulbs that were connected before the
NOP for Supply 2 turned off immediately (LEDs 4, 5, 6, and 7) as shown in Figure 13.
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The red light from the LED on Line 11 implies that a fault has occurred on Line 11,
and the DPDTS2 (representing Circuit Breaker 2) turned off immediately to cut off the
supply to LEDs 4, 5, 6, and 7. In the meantime, the system modeling on the smart fault
monitoring website was renewed with the fault alert occurring on Line 11, as shown in
Figure 14 below. Not only that, with built-in smart “remarks”, the monitoring website
immediately provided suggestions for the isolation of the fault, which informed the user
to “open” Switchgears 9 and 11. After a few seconds, an email notification alert with fault
details was sent to the user to request immediate control action. The next action after
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the fault alert is to perform the fault isolation via the remote-control website. The same
authentication process is required for the user to login into the remote-control website.
After the user inputs and submits the specific control commands for closing Switchgears 9
and 11, the control commands will be sent to the server for processing.
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The server will invoke the direct method on the IoT device based on the control
command received and return the result to the website after the acknowledgment message
is received from the IoT device. The process of remote control from the website to the
IoT device is shown in Figure 15 below. Figure 16 shows the sample output from the
remote-control web after a command is submitted to the cloud.
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After the isolation procedures, restoration must be performed to restore the supply to
the non-faulty section of the feeder, in this case, Load 4 (LED 4). Thus, Switchgear 7 (NOP)
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was remotely “closed” to restore supply to Load 4 from the neighboring Supply Source 1
(Transformer 1). The DPDTS2 (Circuit Breaker 2) is remotely closed to resume the supply
to loads 6 and 7.

From the hardware prototype in Figure 17, we can observe that LED Bulb 4 continued
to light up by taking the supply from the first transformer, while LED Bulbs 6 and 7
were restored with the supply taken from the second transformer. In the monitoring web
application in Figure 18, the system was refresh successfully, where both Switchgears 9 and
11 (Relays 9 and 11) were closed and given the remark of “maintenance needed”.
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5.3. Simulating Faults on Lines 5 and 7

Apart from simulating only one fault, faults were simulated on two lines of the feeder
line in Section 5 and 7. The results from this testing were similar to the testing in the
previous section. When Fault Switches 3 and 4 on the hardware were triggered, the red
LEDs for Lines 5 and 7 lit up and the supply to the LED bulbs that were connected before
the NOP for Supply 1 turned off immediately (LED Bulbs 1, 2, and 3), as shown in Figure 19
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above. The system modeling in the smart fault monitoring website was refreshed with the
fault alert that occurred on Lines 5 and 7, as shown in Figure 20 below. The difference is that
the smart “remarks” provided isolation suggestions for both lines, where one was to turn
off Switchgears 3 and 5 and the other was to turn off Switchgear 5. The email notification
alert with fault details was then sent to the user as usual.
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The only restoration procedure, in this case, is to remotely close the DPDTS1 (Circuit
Breaker 1) to resume the supply to Load 1. After restoration, LED Bulb 1 was restored
with the supply taken from the first transformer, as shown in Figure 21. In the monitoring
web application, as shown in Figure 22, the system was refreshed successfully, where both
Switchgears 3 and 5 (Relays 3 and 5) were closed and given remarks of “maintenance
needed” for both lines.
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5.4. Performance of the System

To verify the performance of the system, the system was restarted and run a couple
of times to collect some time data. There were two types of time data that we focused
on: one was the instant of time that data were read by the IoT device (read time), and
the other was the instant of time that data were received by the web server (web time).
The system is run to read 14 data, and each data consist of pairs of read time and web
time. A total of three sets of data were collected for higher accuracy. Figure 23 shows the
data analysis for read time and web time. The read time is extracted from the epoch time
by converting it to local time and recording the last two digits of it, whereas web time is
extracted from the “Queue Time Utc” during data retrieving from IoT Hub’s event hub.
From the analysis, significant large read intervals were observed for each dataset, which
were 16, 18, and 16 s, respectively. It is because the IoT device was in the initialization mode
to make necessary queries and connections before transmitting the first data to the IoT Hub.
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The corresponding read intervals for each data varied between two and three intervals.
The average read interval or the sample time for each set of data was calculated (excluding
the large read interval), which was 2.17, 2.25, and 2.33 s, respectively. The delay between
the web time and read time for each dataset was calculated, and the average delays for
each set of data were 1.12, 1.03, and 1.30 s, respectively.
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Apart from that, the performance of email notification alerts was also being evaluated.
A series of fault reports were made, and an email sending duration of 6 to 10 s was observed,
as shown in Figure 24 below.

Energies 2022, 15, x FOR PEER REVIEW 19 of 23 
 

 

 
Figure 23. Data analysis for read time and web time. 

Apart from that, the performance of email notification alerts was also being evalu-
ated. A series of fault reports were made, and an email sending duration of 6 to 10 s was 
observed, as shown in Figure 24 below. 

 
Figure 24. Duration for email notification alert. 

The average time taken for various aspects of the system is summarized in Figure 25. 
The system initialization took around 16.67 s on average, starting from the operation of 
the IoT device, by making necessary queries and connections until the first set of data was 
transmitted to the IoT Hub. For the corresponding data, the system shows outstanding 
performance, where the delay in the data transmitting from the IoT device to the cloud 
was only 1.15 s on average before the operator was able to view the real-time distribution 
system status. 

Figure 24. Duration for email notification alert.

The average time taken for various aspects of the system is summarized in Figure 25.
The system initialization took around 16.67 s on average, starting from the operation of
the IoT device, by making necessary queries and connections until the first set of data was
transmitted to the IoT Hub. For the corresponding data, the system shows outstanding
performance, where the delay in the data transmitting from the IoT device to the cloud
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was only 1.15 s on average before the operator was able to view the real-time distribution
system status.
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Figure 25. System performance.

For example, the delay in the data transmission between the IoT device and the
cloud was only 1.15 s on average. The operator was able to observe the execution of the
control command by the IoT device after a short delay (1.15 s). The system is capable of
transmitting the data after a short gap, which was 2.27 s on average (user-definable). The
average time taken to send an email notification alert to the operator was around 7.39 s
on average. The notification on fault alert is very important for the operator to be notified
of the fault occurring in the distribution system if he or she is away from the monitoring
website. The time for the conventional SCADA system to visualize the distribution system
might be longer if the field devices are far from the central SCADA system. The nature
of the cloud communication employed in this system enables the operator to monitor
the status of the sub-distribution system in near real-time, without regard for where the
operators are currently.

6. Conclusions

Conventional methods of addressing power outage issues in distribution systems
are tedious and complex due to the lack of fault monitoring and normalizing systems in
secondary distribution systems. The researchers have successfully designed and proposed a
smart fault monitoring and normalizing system using the Azure cloud computing platform,
which accelerates the fault location, isolation, and restoration processes from approximately
one hour to, eventually, less than 5 min, as tabulated in Table 1.

The shortened duration of fault location enables improvement on the SAIFI and SAIDI
indices. With the integration of the power distribution system and IoT technology, smart
fault detection, monitoring, and normalization are achieved. The time spent on fault
location can be reduced significantly as the fault can be located within a few minutes
without the need to dispatch a technical crew to physically patrol and identify the fault
along the distribution feeder. Since the fault location can be performed automatically with
inputs from various sensors and protective relays in switchgear, the supply can be remotely
restored to non-faulty feeder sections immediately after the fault alert from this proposed
system. The proposed system would be cost-effective as not all the switchgears in the field
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have to be remote-monitored or telemetered. Apart from that, this system would be able
to work alongside existing SCADA systems to provide fault monitoring and control in
secondary distribution networks, and thus, the additional costs of integrating this system
into existing systems in the power industry can be ignored.

Table 1. Proposed system performance.

Category Average Time
Taken (Seconds)

Fault Locating, Isolating
and Normalizing (Minutes)

SAIDI/SAIFI
Indices

System initialization 16.67 <5 Excellent

Data transmitting
from IoT to cloud and

vice versa
1.15 <5 Excellent

Data transmitting
interval 2.25 <5 Excellent

Notification alert 7.39 <5 Excellent
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